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#### Abstract

The one-dimensional totally asymmetric simple exclusion process (TASEP) is considered. We study the time evolution property of a tagged particle in the TASEP with the step initial condition. Calculated is the multi-time joint distribution function of its position. Using the relation of the dynamics of the TASEP to the Schur process, we show that the function is represented as the Fredholm determinant. We also study the scaling limit. The universality of the largest eigenvalue in the random matrix theory is realized in the limit. When the hopping rates of all particles are the same, it is found that the joint distribution function converges to that of the Airy process after the time at which the particle begins to move. On the other hand, when there are several particles with small hopping rate in front of a tagged particle, the limiting process changes at a certain time from the Airy process to the process of the largest eigenvalue in the Hermitian multi-matrix model with external sources.
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## 1. INTRODUCTION

Dynamics of a nonequilibrium system is one of the most stimulating topics in statistical mechanics. The dynamical property is determined by the interplay among various elements such as interaction, initial and boundary conditions, and so on. But little is known about how it depends on these elements and realizes universality in a situation where the elements are intertwined. The aim of this article

[^0]is to approach such questions by analyzing the dynamics of the one-dimensional asymmetric simple exclusion process (ASEP).

The ASEP is one of the most typical models of interacting particle processes where particles diffuse to a preferred direction with hard core repulsive interaction. ${ }^{(1-5)}$ In spite of the simplicity of the model, it has been known that the ASEP shows various interesting phenomena caused by the collaboration between the diffusion and exclusion effect. Furthermore, in the one-dimensional case, it has an integrable mathematical structure which allows us to analyze some physical quantities exactly. For example, in the open boundary condition a steady state can be constructed using the matrix product method and $q$-orthogonal polynomials, and the boundary-induced phase transition can be discussed. ${ }^{(6-8)}$

On the other hand, the dynamical (non-stationary) properties of the onedimensional ASEP have been also analyzed recently. Among various studies on the topic, we focus on the problem of the diffusion of a particular particle in the one-dimensional ASEP. (We call the particle a tagged particle.) This is a fundamental and elementary problem for the understanding of the dynamics of the ASEP. We are interested in how initial conditions and the exclusion effect through hard-core repulsive interaction affect the diffusion property and how it is different from the (normal) diffusion of the Brownian particle.

The scaling exponent of the diffusion provides insights into these problems. It was found that it depends on the initial conditions. In a steady state with a given density, the position fluctuation of a tagged particle grows as $t^{1 / 2}$. ${ }^{(9)}$ The exponent $1 / 2$ is the same as that of the Brownian particle. On the other hand, for the fixed initial conditions where initially we create particles with a given density and fix the initial configuration, the exponent changes from $1 / 2$ to $1 / 3$. ${ }^{(10,11)}$ Such a diffusion is called an anomalous diffusion. This exponent $1 / 3$ can be understood from the fact that the time evolution of the one-dimensional ASEP can be described by the one-dimensional Kardar-Parisi-Zhang universality class. ${ }^{(12)}$ In the study of the current in the one-dimensional ASEP on a ring, the exponent $1 / 3$ was calculated by the Bethe ansatz technique. ${ }^{(13,14)}$

Note that the two cases above have a common property that the density is invariant under both time and space translation and a tagged particle moves with a fixed velocity on average. On the other hand, let us now consider another initial condition where all sites on the left of a certain bond are occupied while all right sites are empty. We call this initial condition a step initial condition. This is the typical initial condition where the density and the average velocity of a tagged particle change with time. Under the initial condition, we focus on the $M$ th particle from the right as a tagged particle and consider the time evolution of the particle when $M$ is large (but finite). In order to study this problem, we investigate the limiting behavior of the diffusion of the tagged particle as both $M$ and time go to infinity. In the totally asymmetric simple exclusion process (TASEP), where particles move only to the right, the average position of a tagged particle has been
given in the scaling limit. ${ }^{(15)}$ On the other hand, we are interested in the limiting process itself which the tagged particle obeys, as well as the average position and the scaling exponent.

Such an attempt as getting more sophisticated information than the scaling exponent has been recently discussed in the study on the current fluctuations in the TASEP. Not only the exponent but also the scaling function were obtained and it was revealed that the function is equivalent to the largest eigenvalue distribution in the random matrix theory with various universality classes. This development is based on the results on the longest increasing subsequence in a random permutation. ${ }^{(16-20)}$

Remarkable is that the scaling function detects a difference in initial conditions even if the scaling exponent does not. For instance, in the case of the step initial condition, the scaling function is equivalent to the GUE Tracy-Widom distribution, ${ }^{(21)}$ which is the largest eigenvalue distribution of the Gaussian unitary ensemble (GUE). ${ }^{(17,22,23)}$ In other initial conditions, on the other hand, these are described as the largest eigenvalue distributions with other universality classes in RMT such as Gaussian orthogonal ensemble (GOE), ${ }^{(24)}$ two independent GOE's which is denoted by $\mathrm{GOE}^{2},{ }^{(19,20)}$ and so on. ${ }^{(22,25)}$ In addition, the equal-time multipoint distribution of the current fluctuations is obtained in the step and periodic initial conditions ${ }^{(26)}$ by use of the Green function of the TASEP. ${ }^{(27)}$

In this article, we calculate the multi-time distribution function of position fluctuations of a tagged particle in the TASEP with the step initial condition based on the techniques of the directed polymer problem in a 01 matrix ${ }^{(28-31)}$ and stochastic growth of Young diagram characterized by the Schur process. ${ }^{(32-37)}$ We express the function as the Fredholm determinant and discuss the scaling limit by the saddle point analysis. We remark that what will be considered in this paper is the pointwise convergence of the kernel. The convergence of the Fredholm determinant itself is certainly expected to hold from previous works on related problems, ${ }^{(38,39)}$ but more elaborate asymptotic analysis is necessary for its proof. In the study on the ASEP, such correlations between different times have not been studied yet although the Green function ${ }^{(23,27,40)}$ and the equal-time joint distributions of particle positions ${ }^{(39,41)}$ have been studied recently. In the one-time case, on the other hand, the position fluctuation is essentially the same as the current fluctuation which has already been studied in Refs. 17, 25. But it has not been stated as the position fluctuation.

Furthermore, we also consider the dependence of the distribution function on defect particles located in front of the tagged particle. Here defect particle means a particle with different hopping rate from other normal particles and we assume the number of them is finite. Such a situation as the TASEP with particle-dependent hopping rates has been recently discussed in Refs. 42-44. We clarify that when their hopping rate is smaller than that of normal particles, the limiting behavior of
the multi-time distribution changes due to their presence although their number is finite.

The paper is organized as follows. In the next section, we describe the definition of the model. The main result of this article is given in Sec. 3. In Sec. 4, we express the multi-time distribution of position fluctuations in the TASEP as Fredholm determinant. For this purpose, we first show that the directed polymer problem on a 01 matrix is related to the time evolution of a tagged particle in the TASEP with the step initial condition. Next, by applying the dual Robinson-Schensted-Knuth algorithm to the 01 matrix, we map the tagged particle problem in the TASEP to the stochastic growth of Young diagram described by the Schur process. In Sec. 5, we discuss the two types of scaling limit for the multi-time distribution function, the case where both time $t$ and the label of the tagged particle $M$ tend to infinity, and the one where $t$ goes to infinity with $M$ fixed. Some discussions and concluding remark are given in Secs. 6 and 7 respectively.

## 2. MODEL

In this section, we define the model and the quantity which we study in this article. Let us consider the one-dimensional infinite lattice and particles as illustrated in Fig. 1. Each site can be occupied by at most one particle. Suppose all particles are labeled an integer $i$ from the right. A particle moves stochastically obeying the following rules. During each time step between $t \in\{0,1, \ldots\}$ and $t+1$, the particle labeled $i$ hops to the right neighboring site with probability $1-q_{i}$ $\left(0 \leq q_{i}<1\right)$ and stays at the same site with probability $q_{i}$ if the right neighboring site is empty. On the other hand, if the site is occupied by the particle labeled $i-1$, the $i$ th particle stays at the same site with probability 1 . This incorporates

(b)


Fig. 1. Definition of the TASEP with the step initial condition. (a) During each time step, the $i$ th particle can hop to the right with probability $1-q_{i}$. However, $i+2$ th particle cannot hop to the right neighboring site since the site is occupied by $i+1$ th particle. (b) Step initial condition.
the exclusion effect which describes the hard core repulsive interaction. When hopping rates of all particles are the same, i.e., $q_{i}=q(\forall i)$, the system is the usual totally asymmetric simple exclusion process (TASEP) with parallel update. We allow the particle-dependent hopping rates and study the effects of defect particles.

In this article, we consider the step initial condition in which all sites on the left of a certain bond between two sites are occupied by particles and all sites on the right of the bond are empty. Figure 1(b) illustrates the initial condition.

Under these settings, we label the particles at $1,2, \ldots$ from the right (see Fig. 1(b)) and consider the dynamics of the particle labeled $M$. (This particle which we focus on is called the tagged particle.) For this purpose, we set the position coordinate such that the tagged particle is at the origin at time 0 as depicted in Fig. 1(b). Let us define $L(t, M)$ as the position of the $M$ th particle at time $t$. In other words, $L(t, M)$ represents the distance travelled by the $M$ th particle from time 0 through $t$.

The quantity which we will investigate is the multi-time joint distribution function for $L(t, M)$ defined as

$$
\begin{equation*}
\operatorname{Prob}\left(L\left(t_{1}, M\right) \geq \ell_{1}, L\left(t_{2}, M\right) \geq \ell_{2}, \ldots, L\left(t_{m}, M\right) \geq \ell_{m}\right) . \tag{2.1}
\end{equation*}
$$

In particular, we are interested in the asymptotic behavior of (2.1) as $t$ goes to infinity. In this article, two types of scaling limit will be discussed. The first one is the limit where both time $t$ and the label of the tagged particle $M$ go to infinity with the ratio $t / M$ fixed. In the second one, on the other hand, we take the $t \rightarrow \infty$ limit with $M$ fixed.

In order to see how the whole particles from the first to $M$ th travel, we performed the numerical simulation of which the result is shown in Fig. 2. We considered the time evolution of the particles from the first to 100th and assumed the hopping rate of all particles is 0.9 except the first, 25th, 50th and 75th particles whose hopping rate is 0.8 . Thus these four particles represent the defect particles. The typical example of the time evolution of the 100 particles from time 0 through 3000 is illustrated in Fig. 2(a). In this figure, the vertical axis represents the position coordinate introduced in Fig. 1(b), whereas the horizontal axis is time axis, and each particle is expressed as + . From the macroscopic point of view such as Fig. 2(a), we only find that they travel in a group. However, if we zoom the configuration of the particles in a certain time zone, we can see the microscopic pattern of the configuration. Here we show two characteristic configurations which are depicted in Fig. 2(b) and (c). Figure 2(b) (resp.(c)) represents the configuration of the particles when time is around 200 (resp. 3000). When the time zone which we focus on is early enough as in Fig. 2(b), the particles move forming only one group and the four defect particles are included in the group. On the other hand, when time has passed sufficiently as in Fig. 2(c), they form the four groups automatically and the top of each group is the defect particle. The similar platoon structure was also discussed in the study of the TASEP with disordered hopping


Fig. 2. Typical time evolution of the particles from the first to 100th in the TASEP with the step initial condition. The hopping rate of all particles is $0.9(q=0.1)$ except the four defect particles (the first, 25th, 50th and 75th particles) whose hopping rate is $0.8(\bar{q}=0.2)$. (a) illustrates the whole time evolution from $t=0$ through 3000. Its closeup around $t=200$ and $t=3000$ is shown in (b) and (c) respectively.
rates. ${ }^{(45-47)}$ In fact, as will be explained in the next section, the position fluctuation of a tagged particle also changes with time corresponding to the change of the configuration.

## 3. MAIN RESULTS

### 3.1. Multi-Time Distributions

Our whole discussions in this article are based on a fact that the tagged particle problem for the step initial condition has a nice combinatorial structure which admits us to obtain a closed expression for the multi-time joint distribution in the form of the Fredholm determinant. The results are summarized in the following theorem. The proof will be presented in Sec. 4.

Note that due to the rule of the TASEP, the particle labeled $M$ cannot move when $t<M$. Thus, throughout the article, we consider the multi-time
function (2.1) under the condition

$$
\begin{equation*}
t_{i} \geq M \tag{3.1}
\end{equation*}
$$

Theorem 1. When (3.1) holds,

$$
\begin{equation*}
\operatorname{Prob}\left(L\left(t_{1}, M\right) \geq \ell_{1}, L\left(t_{2}, M\right) \geq \ell_{2}, \ldots, L\left(t_{m}, M\right) \geq \ell_{m}\right)=\operatorname{det}(1+K g) . \tag{3.2}
\end{equation*}
$$

Here $\operatorname{det}(1+K g)$ is the Fredholm determinant defined as

$$
\begin{align*}
& \operatorname{det}(1+K g) \\
& \quad=\sum_{k=0}^{\infty} \frac{1}{k!} \sum_{n_{1}=1}^{m} \sum_{x_{1}=-\infty}^{\infty} \cdots \sum_{n_{k}=1}^{m} \sum_{x_{k}=-\infty}^{\infty} \\
& \times g\left(t_{n_{1}} ; x_{1}\right) \cdots g\left(t_{n_{k}} ; x_{k}\right) \operatorname{det}\left(K\left(t_{n_{l}}, x_{l} ; t_{n_{l^{\prime}}}, x_{l^{\prime}}\right)\right)_{l, l^{\prime}=1}^{k} \tag{3.3}
\end{align*}
$$

where

$$
\begin{align*}
& g\left(t_{n} ; x\right)=-\chi_{\left(t_{n}-M+1-\ell_{n}, \infty\right)}(x), \quad(n=1,2, \ldots, m), \\
& \chi_{(a, b)}(x)= \begin{cases}1, & \text { if } a<x<b, \\
0, & \text { otherwise },\end{cases} \tag{3.4}
\end{align*}
$$

and the kernel $K\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)$ is given by

$$
\begin{align*}
K\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)= & \tilde{K}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)-\phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right),  \tag{3.5}\\
\tilde{K}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)= & \frac{1}{(2 \pi i)^{2}} \int_{C_{R_{1}}} \frac{d z_{1}}{z_{1}} \int_{C_{R_{2}}} \frac{d z_{2}}{z_{2}} \frac{z_{1}}{z_{1}-z_{2}} \frac{\left(1+1 / z_{2}\right)^{t_{2}-M+1}}{\left(1+1 / z_{1}\right)^{t_{1}-M+1}} \\
& \times \prod_{i=1}^{M} \frac{1-q_{i}-q_{i} z_{2}}{1-q_{i}-q_{i} z_{1}} \frac{z_{2}^{x_{2}}}{z_{1}^{x_{1}}},  \tag{3.6}\\
\phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)= & \begin{cases}\frac{1}{2 \pi i} \int_{C_{1}} \frac{d z}{z}\left(1+\frac{1}{z}\right)^{t_{2}-t_{1}} z^{x_{2}-x_{1}}, & t_{1}<t_{2}, \\
0, & t_{1} \geq t_{2} .\end{cases} \tag{3.7}
\end{align*}
$$

Here $C_{R}$ in (3.6) and (3.7) denotes a contour enclosing the origin anticlockwise with radius $R$ and $R_{i}(i=1,2)$ in (3.6) satisfy the conditions $R_{2}<R_{1}$ and $1<R_{1}<\left(1-q_{i}\right) / q_{i}$.

### 3.2. Scaling Limit $1(M \rightarrow \infty)$

Using the results in Theorem 1, one can study the asymptotics of the joint distribution. In this subsection, we consider the scaling limit such that both $t$ and
$M$ go to infinity with their ratio

$$
\begin{equation*}
u=t / M \tag{3.8}
\end{equation*}
$$

fixed. $u$ represents the scaled time. Notice that we also take the limit of the label of the tagged particle $M$. This may sound strange if the particle we are focusing on is varied as $M$ goes to infinity. Rather we think that the results below give the asymptotic behaviors of the path statistics of the tagged particle for large but finite $M$ which is fixed. Alternatively one might be able to interpret them as giving the asymptotic behaviors of the path statistics of the tagged particle near a large but finite $t$.

We also discuss the effect of defect particles. In particular, we consider the situation where there are finite $n$ defect particles with stay rates $\bar{q}_{i}(i=1, \ldots, n)$ in front of the tagged particle. For this purpose, we set the stay rate $q_{i}$ of $i$ th particle as follows. For some set $\left\{a_{i}\right\}_{i=1, \ldots, n} \subset\{1,2, \ldots M\}$ with $n$ fixed, we assume

$$
q_{i}= \begin{cases}\bar{q}_{j}, & \text { if } i=a_{j}  \tag{3.9}\\ q, & \text { otherwise }\end{cases}
$$

Note that the particle with the rate $\bar{q}_{j}$ represents the defect particle whose label is $a_{j}$ whereas the remaining particles with the rate $q$ are the normal particles.

### 3.2.1. Average Position

The average position of the tagged particle divided by $M$ has a deterministic limit as $M \rightarrow \infty$. Let us call it $A(u)$,

$$
\begin{equation*}
A(u)=\lim _{M \rightarrow \infty} \frac{L(t=u M, M)}{M} \tag{3.10}
\end{equation*}
$$

We also define $\bar{q}=\max \left\{\bar{q}_{i}\right\}$. (Note that $\bar{q}$ is the stay rate of the slowest defect particle.) If $\bar{q}>q$, which is the case where the slowest defect particle is slower than the normal particles, we obtain

$$
A(u)= \begin{cases}0, & \text { if } u \leq \frac{1}{1-q}  \tag{3.11}\\ A_{2}(u), & \text { if } \frac{1}{1-q} \leq u \leq u_{c} \\ A_{G}(u), & \text { if } u_{c} \leq u\end{cases}
$$

where $u_{c}=\left(\bar{q}^{2}-2 q \bar{q}+q\right) /(\bar{q}-q)^{2}$ and

$$
\begin{align*}
& A_{2}(u)=(1-q) u-(1-2 q)-2 \sqrt{q(1-q)(u-1)},  \tag{3.12}\\
& A_{G}(u)=(1-\bar{q}) u-\frac{(1-\bar{q}) \bar{q}}{\bar{q}-q} . \tag{3.13}
\end{align*}
$$



Fig. 3. Average position of the tagged particle. The thick line shows (3.11). We divide this line into four regions, where $u$ is near $1 /(1-q), 1 /(1-q)<u<u_{c}, u$ is near $u_{c}$, and $u_{c}<u$. We denote them as region $1,2,3$, and 4 respectively.
$A_{2}(u)$ can be understood from Theorem 1.1. in Ref. 17. If $\bar{q} \leq q$, the average position is represented as only the first and second cases in (3.11). ( $u_{c}$ and $A_{G}(u)$ do not appear in the case.) Note that $A_{2}(u)$ does not depend on the stay rate $\bar{q}$ of the slowest defect particle whereas $A_{G}(u)$ does. $A(u)$ is illustrated in Fig. 3.

Next we consider the position fluctuations of the tagged particle around the average position. There are four typical regions shown in Fig. 3. In each region, we can obtain the result on the position fluctuations by focusing on a point within the region and taking a proper scaling around the point. Note that in Fig. 3, the regions 2 and 4 spread in the form of a line whereas the regions 1 and 3 are point-like. Thus, in the region 1 (resp. 3), we always consider the fluctuation property around the point $1 /(1-q)\left(\right.$ resp. $\left.u_{c}=\left(\bar{q}^{2}-2 q \bar{q}+q\right) /(\bar{q}-q)^{2}\right)$.

### 3.2.2. Region $1(u=1 /(1-q))$

This is the region where the tagged particle just starts to move. This corresponds to $u=1 /(1-q)$. We set

$$
\begin{equation*}
t_{i}=\frac{M}{1-q}+D_{1} M^{\frac{1}{2}} \tau_{i}, \tag{3.14}
\end{equation*}
$$

where $D_{1}=\sqrt{q} /(1-q)$. Note that the time $t_{i}(3.14)$ is approximately equal to the time on which some leftmost holes arrive at the site occupied by the tagged particle. One easily finds that the arrival time can be scaled as in (3.14) which is the same scaling as the central limit theorem.

Applying the scaling to Theorem 1, we have the theorem as follows. The proof will be given in Sec. 5.1.

## Theorem 2-1.

$\lim _{M \rightarrow \infty} \operatorname{Prob}\left(L\left(t_{1}, M\right) \geq \ell_{1}, L\left(t_{2}, M\right) \geq \ell_{2}, \ldots, L\left(t_{m}, M\right) \geq \ell_{m}\right)=\operatorname{det}\left(1+\mathcal{K}_{1} g_{1}\right)$.

Here the Fredholm determinant in the right hand side is defined in (3.3) where $g_{1}\left(\tau_{i}, x\right)=-\chi_{\left(-\infty, \ell_{i}\right)}(x) . \chi_{(a, b)}(x)$ is defined in (3.4). The kernel is given by

$$
\begin{align*}
& \mathcal{K}_{1}\left(\tau_{1}, x_{1} ; \tau_{2}, x_{2}\right) \\
& \quad= \begin{cases}\sum_{m=0}^{\infty} \psi_{1}\left(x_{1}-m, \tau_{1}\right) \psi_{2}\left(x_{2}-m, \tau_{2}\right), & \tau_{1} \geq \tau_{2}, \\
-\sum_{m=0}^{\infty} \psi_{1}\left(x_{1}+m+1, \tau_{1}\right) \psi_{2}\left(x_{2}+m+1, \tau_{2}\right), & \tau_{1}<\tau_{2}\end{cases} \tag{3.16}
\end{align*}
$$

Here $\psi_{1}\left(x_{1}, \tau_{1}\right)$ can be represented by use of the parabolic cylinder function $D_{n}(x)$ in Ref. 48 as

$$
\begin{equation*}
\psi_{1}\left(x_{1}, \tau_{1}\right)=\frac{1}{2 \pi i} \int_{-i \infty+\epsilon}^{i \infty+\epsilon} d z e^{\frac{z^{2}}{2}-\tau_{1} z} z^{x_{1}-1}=\frac{e^{-\frac{x_{1}^{2}}{4}}}{\sqrt{2 \pi}} D_{x_{1}-1}(\tau) \tag{3.17}
\end{equation*}
$$

where $\epsilon$ is taken to be positive, and

$$
\psi_{2}\left(x_{2}, \tau_{2}\right)=\frac{1}{2 \pi i} \int_{C_{1}} \frac{d w}{w^{x_{2}+1}} e^{-\frac{w^{2}}{2}+\tau_{2} w}= \begin{cases}\frac{2^{\frac{-x_{2}}{2}}}{x_{2}!} H_{x_{2}}\left(\frac{\tau}{\sqrt{2}}\right), & x_{2} \geq 0  \tag{3.18}\\ 0, & x_{2}<0\end{cases}
$$

where $C_{1}$ in (3.18) represents the contour enclosing the origin anticlockwise with radius 1 , and $H_{n}(x)$ is the Hermite polynomial with degree $n .{ }^{(48)}$

The special case where $\tau_{1}=\cdots=\tau_{m}=0$ has appeared in the distribution of the height fluctuation in the "critical regime" of the oriented digital boiling model. ${ }^{(30)}$ Recently the distribution in one time case $(m=1)$ has been also given in Ref. 49. Our formula above gives a generalization to the multi-time version.

In particular, the limiting distribution in the case $m=1$ can be described as

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \operatorname{Prob}(L(t, M) \geq \ell)=\sum_{k=0}^{\ell} \frac{(-1)^{k}}{k!} \sum_{x_{1}=0}^{\ell-1} \cdots \sum_{x_{k}=0}^{\ell-1} \operatorname{det}\left(\mathcal{K}_{1}\left(\tau, x_{l} ; \tau, x_{l^{\prime}}\right)\right)_{l, l^{\prime}=1}^{k} \tag{3.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{K}_{1}\left(\tau, x_{1} ; \tau, x_{2}\right)=\sum_{m=0}^{x_{2}} \psi_{1}\left(x_{1}-m, \tau\right) \psi_{2}\left(x_{2}-m, \tau\right) \tag{3.20}
\end{equation*}
$$

Note that in (3.19) the summation on $k$ where $k \geq \ell+1$ can be omitted. Thus in this case, we can obtain exactly the limiting probability by calculating the
determinants with finite rank. Another expression of the kernel (3.20) has recently appeared as the "discrete Hermite kernel" in Ref. 49. In Ref. 30, the specific values of the probability are given in the case $\tau=0$.

### 3.2.3. Region $2\left(1 /(1-q)<u<u_{c}\right)$

This is the region where the effect of the defect particles does not affect the time evolution of the tagged particle and the dynamics of the ordinary TASEP is dominant. The typical picture of the time evolution of the whole particles from 1st to $M$ th in this region is illustrated in Fig. 2(b). In this figure, we are interested in the position fluctuations of the bottommost particle.

Let us scale as

$$
\begin{align*}
t_{j} & =u M+C(u) M^{\frac{2}{3}} \tau_{j},  \tag{3.21}\\
\ell_{j} & =A_{2}\left(u_{j}\right) M-D(u) M^{\frac{1}{3}} s_{i} \tag{3.22}
\end{align*}
$$

where $1 /(1-q)<u<u_{c}$ and $u_{j}=t_{j} / M . A_{2}(u)$ is defined in (3.12) and

$$
\begin{align*}
& C(u)=2(u-1)^{\frac{5}{6}}\left(1+\sqrt{\frac{1-q}{q(u-1)}}\right)^{\frac{1}{3}}\left(\sqrt{u-1}-\sqrt{\frac{q}{1-q}}\right)^{\frac{1}{3}}  \tag{3.23}\\
& D(u)=(u-1)^{\frac{1}{6}} q^{\frac{1}{2}}(1-q)^{\frac{1}{2}}\left(1+\sqrt{\frac{1-q}{q(u-1)}}\right)^{\frac{2}{3}}\left(\sqrt{u-1}-\sqrt{\frac{q}{1-q}}\right)^{\frac{2}{3}} . \tag{3.24}
\end{align*}
$$

Note that the scaling exponent $1 / 3$ in (3.22) also appears in an anomalous diffusion of the tagged particle. ${ }^{(10,11)}$ The scaling exponents $2 / 3$ and $1 / 3$ in (3.21) and (3.22) are characteristic of the one-dimensional KPZ universality class. They are expected to be universal for all models belonging to the KPZ universality class.

Under the scaling defined above, we get the following theorem for the scaling function. This function is also universal but may depend on various elements such as initial conditions and the effect of the defect particles. For example, as we will show in Theorem 2-3, the scaling function in the region 3 is different from that in region 2 although we take the same scaling (3.21) and (3.22) in both regions. Thus, the function provides more detailed viewpoint in the KPZ universality than the scaling exponents. The proof of this theorem will be given in Sec. 5.2.

## Theorem 2-2.

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \operatorname{Prob}\left(L\left(t_{1}, M\right) \geq \ell_{1}, L\left(t_{2}, M\right) \geq \ell_{2}, \ldots, L\left(t_{m}, M\right) \geq \ell_{m}\right)=\operatorname{det}\left(1+\mathcal{K}_{2} \mathcal{G}\right) \tag{3.25}
\end{equation*}
$$

Here the right hand side is the Fredholm determinant defined as

$$
\begin{align*}
& \operatorname{det}\left(1+\mathcal{K}_{2} \mathcal{G}\right) \\
& =\sum_{k=0}^{\infty} \frac{1}{k!} \sum_{n_{1}=1}^{m} \int_{-\infty}^{\infty} d \xi_{1} \cdots \sum_{n_{k}=1}^{m} \int_{-\infty}^{\infty} d \xi_{k} \mathcal{G}\left(\tau_{n_{1}}, \xi_{1}\right) \cdots \mathcal{G}\left(\tau_{n_{k}}, \xi_{k}\right) \\
& \quad \times \operatorname{det}\left(\mathcal{K}_{2}\left(\tau_{n_{l}}, \xi_{l} ; \tau_{n_{l^{\prime}}}, \xi_{l^{\prime}}\right)\right)_{l, l^{\prime}=1}^{k} \tag{3.26}
\end{align*}
$$

where $\mathcal{G}\left(\tau_{j}, \xi\right)(j=1, \ldots, m)$ are defined in terms of $\chi_{(a, b)}(x)$ (3.4), as

$$
\begin{equation*}
\mathcal{G}\left(\tau_{j}, \xi\right)=-\chi_{\left(s_{j}, \infty\right)}(\xi) \quad(j=1, \ldots, m), \tag{3.27}
\end{equation*}
$$

and the kernel $\mathcal{K}_{2}\left(\tau_{1}, \xi_{1} ; \tau_{2}, \xi_{2}\right)$ is given by

$$
\mathcal{K}_{2}\left(\tau_{1}, \xi_{1} ; \tau_{2}, \xi_{2}\right)= \begin{cases}\int_{0}^{\infty} d \lambda e^{-\lambda\left(\tau_{1}-\tau_{2}\right)} \operatorname{Ai}\left(\xi_{1}+\lambda\right) \operatorname{Ai}\left(\xi_{2}+\lambda\right), & \tau_{1} \geq \tau_{2}  \tag{3.28}\\ -\int_{-\infty}^{0} d \lambda e^{-\lambda\left(\tau_{1}-\tau_{2}\right)} \operatorname{Ai}\left(\xi_{1}+\lambda\right) \operatorname{Ai}\left(\xi_{2}+\lambda\right), & \tau_{1}<\tau_{2}\end{cases}
$$

The kernel $\mathcal{K}_{2}$ is called the extended Airy kernel. ${ }^{(50,51)}$ The process characterized by the Fredholm determinant with this kernel is called the Airy process. ${ }^{(38,52)}$ This process appears as the limiting process of the largest eigenvalue in Dyson's Brownian motion model ${ }^{(53)}$ of the unitary class. The model is described as $N \times N$ Hermitian matrix where each independent element of $H$ obeys the OrnsteinUhlenbeck process. The transition probability density $\mathrm{P}\left(H_{i} ; H_{j} ; \tau\right)$ from matrix $H_{i}$ to $H_{j}$ during $\tau$ is given by

$$
\begin{equation*}
\mathrm{P}\left(H_{i} ; H_{j} ; \tau\right)=Z_{\tau} \exp \left(\frac{-\operatorname{tr}\left\{H_{j}-e^{-\tau} H_{i}\right\}^{2}}{1-e^{-2 \tau}}\right), \tag{3.29}
\end{equation*}
$$

where $Z_{\tau}$ is the normalization constant. If we choose the initial matrix $H_{0}$ to be GUE random matrix, the joint density function of the probability that matrix $H_{j}$ is at time $t_{j}$ is represented as the Hermitian multi-matrix model,

$$
\begin{align*}
& \mathrm{P}\left(H_{1}, t_{1} ; \ldots ; H_{m}, t_{m}\right) \\
& \quad=Z \prod_{j=1}^{m} \exp \left(\frac{-\operatorname{tr}\left\{H_{j}-e^{t_{j-1}-t_{j}} H_{j-1}\right\}^{2}}{1-e^{2\left(t_{j-1}-t_{j}\right)}}\right) \exp \left(-\operatorname{tr} H_{0}^{2}\right), \tag{3.30}
\end{align*}
$$

where $Z$ is the normalization constant. Let $l^{(i)}$ be the largest eigenvalue of $H_{i}$ and we consider the quantity,

$$
\begin{equation*}
\operatorname{Prob}\left(l^{(1)} \leq a_{1}, \ldots, l^{(m)} \leq a_{m}\right) . \tag{3.31}
\end{equation*}
$$

When we set

$$
\begin{equation*}
t_{i}=\frac{\tau_{i}}{N^{\frac{1}{3}}}, \quad a_{i}=\sqrt{2 N}+\frac{s_{i}}{\sqrt{2} N^{\frac{1}{6}}}, \tag{3.32}
\end{equation*}
$$

the limiting distribution (3.31) is described as

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left(l^{(1)} \leq a_{1}, \ldots, l^{(m)} \leq a_{m}\right)=\operatorname{det}\left(1+\mathcal{K}_{2} \mathcal{G}\right) \tag{3.33}
\end{equation*}
$$

In the case $m=1$, the distribution is the GUE Tracy-Widom distribution. ${ }^{(21)}$
Hence our Theorem 2-2 says that in the appropriate scaling limit the dynamics of the tagged particle in this region is equivalent to the dynamics of the largest eigenvalue of Dyson's Brownian motion of the unitary type. In the context of the one dimensional KPZ universality class, the Airy process has already appeared in the study of the polynuclear growth (PNG) model. In Refs. 38, 52, the process has first appeared as the equal-time multi-point height fluctuation. Recently in Ref. 34, it has been shown that the process also describes the correlations among any "space-like" points in the space-time plane. Our result is closely related to the latter situation.

### 3.2.4. Region $3\left(u=u_{c}\right)$

This region is the border between the region 2 where the normal particles in the TASEP are dominant, and the region 4 where only the finite number of defect particles are dominant.

First we consider the case where the stay rates $\bar{q}_{j}(j=1,2, \ldots, n)$ of the defect particles are distinct. Taking the same scaling as (3.21)-(3.24) with $u=u_{c}$, we obtain the following theorem.

## Theorem 2-3.

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \operatorname{Prob}\left(L\left(t_{1}, M\right) \geq \ell_{1}, L\left(t_{2}, M\right) \geq \ell_{2}, \cdots, L\left(t_{m}, M\right) \geq \ell_{m}\right)=\operatorname{det}\left(1+\mathcal{K}_{3} \mathcal{G}\right), \tag{3.34}
\end{equation*}
$$

where the Fredholm determinant and $\mathcal{G}\left(\tau_{j}, \xi\right)$ in the right hand side are defined in (3.26) and (3.27) respectively. The kernel is given by

$$
\begin{align*}
& \mathcal{K}_{3}\left(\tau_{1}, \xi_{1} ; \tau_{2}, \xi_{2}\right) \\
& \quad= \begin{cases}\mathcal{K}_{2}\left(\tau_{1}, \xi_{1} ; \tau_{2}, \xi_{2}\right)+\operatorname{Ai}\left(\xi_{2}\right) \int_{0}^{\infty} d \lambda e^{\tau_{1} \lambda} \operatorname{Ai}\left(\xi_{1}-\lambda\right), & \tau_{1}<0, \\
\mathcal{K}_{2}\left(\tau_{1}, \xi_{1} ; \tau_{2}, \xi_{2}\right)-\operatorname{Ai}\left(\xi_{2}\right) \int_{0}^{\infty} d \lambda e^{-\tau_{1} \lambda} \operatorname{Ai}\left(\xi_{1}+\lambda\right) \\
+\operatorname{Ai}\left(\xi_{2}\right) e^{-\frac{\tau_{1}^{3}}{3}+\xi_{1} \tau_{2}}, & \tau_{1}>0,\end{cases} \tag{3.35}
\end{align*}
$$

where $\mathcal{K}_{2}$ is the extended Airy kernel (3.28).

This kernel has appeared in Refs. 54, 55 in the study of the height fluctuation property of the PNG model with external sources. When $\tau_{1}=\cdots=\tau_{m}=0$, it has been known that the Fredholm determinant of this kernel is described as the distribution of the larger of the largest eigenvalues in two independent GOEs, which is denoted as GOE ${ }^{2}$. ${ }^{(56,57)}$ On the other hand, when $\tau_{1}=\cdots=\tau_{m}=-\infty$, the Fredholm determinant becomes the GUE Tracy-Widom distribution. Thus (3.34) describes the transition of the largest eigenvalue distribution between GUE and $\mathrm{GOE}^{2}$.

Next we consider the situation where the hopping rates $\bar{q}_{j}(j=1,2, \ldots, n)$ are more or less the same. In addition to the scaling (3.21)-(3.24), we set the hopping rate of the defect particles as

$$
\begin{equation*}
\bar{q}_{i}=\bar{q}-\bar{q}(1-\bar{q}) \frac{\eta_{i}}{D(u) M^{\frac{1}{3}}}, \tag{3.36}
\end{equation*}
$$

where $D(u)$ is defined in (3.24). Note that the parameters $\eta_{i}(\geq 0)(i=1, \ldots, n)$ characterize the inhomogeneity of the hopping rates and the case $\eta_{1}=\eta_{2}=\cdots=$ $\eta_{n}=0$ corresponds to the situation where the hopping rates degenerate completely.

Under these settings, we obtain the following theorem.

## Theorem 2-3'

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \operatorname{Prob}\left(L\left(t_{1}, M\right) \geq \ell_{1}, L\left(t_{2}, M\right) \geq \ell_{2}, \ldots, L\left(t_{m}, M\right) \geq \ell_{m}\right)=\operatorname{det}\left(1+\mathcal{K}_{3}^{\prime} \mathcal{G}\right) \tag{3.37}
\end{equation*}
$$

where the Fredholm determinant and $\mathcal{G}\left(\tau_{j}, \xi\right)$ in the right hand side are defined in (3.26) and (3.27) respectively and the kernel is given by

$$
\begin{align*}
& \mathcal{K}_{3}^{\prime}\left(\tau_{1}, \xi_{1} ; \tau_{2}, \xi_{2}\right) \\
& =\mathcal{K}_{2}\left(\tau_{1}, \xi_{1} ; \tau_{2}, \xi_{2}\right)+\sum_{j=1}^{n} \frac{1}{2 \pi} \int_{\Gamma_{3}} d w_{1} \exp \left(i \xi_{1} w_{1}+\frac{i w_{1}^{3}}{3}\right) \prod_{k=1}^{j} \frac{1}{\eta_{k}-\tau_{1}+i w_{1}} \\
& \quad \times \frac{1}{2 \pi} \int_{-\infty}^{\infty} d w_{2} \exp \left(i \xi_{2} w_{2}+\frac{i w_{2}^{3}}{3}\right) \prod_{k=1}^{j-1}\left(\eta_{k}-\tau_{2}+i w_{2}\right) \tag{3.38}
\end{align*}
$$

where the contour $\Gamma_{3}$ runs from $-\infty$ to $\infty$ passing the down side of the points $i\left(\eta_{k}-\tau_{1}\right)(k=1, \ldots, n)$.

In the case $m=1$, this Fredholm determinant has appeared in Refs. 42, 43, 58. Note that if we set $\eta_{j}=0$ for some $j$ and $\eta_{k}=\infty$ for $k \neq j$, we can realize the situation where the maximum of $q_{i}(i=1,2, \ldots, n)$ is unique such as the former case. Indeed in the setting above, the kernel $\mathcal{K}_{3}^{\prime}(3.38)$ is reduced to $\mathcal{K}_{3}$ (3.35). In that sense, the theorem is the generalization of Theorem 2-3. Later we will give only the proof of the theorem in Sec. 5.2.

The Fredholm determinant (3.37) also describes the limiting largest eigenvalue distribution in the following multi-matrix model. Let $\left\{H_{i}\right\}_{i=1, \ldots, m}$ be the $N \times N$ Hermitian matrices. Analogous to (3.30), the joint density function of the model is defined as

$$
\begin{align*}
& \mathrm{P}\left(H_{1}, t_{1} ; \ldots ; H_{m}, t_{m}\right) \\
& \quad=Z_{V} \exp \left(-\operatorname{tr} H_{0}^{2}\right) \prod_{j=1}^{m} \exp \left(\frac{-\operatorname{tr}\left\{H_{j}-e^{t_{j-1}-t_{j}} H_{j-1}\right\}^{2}}{1-e^{2\left(t_{j-1}-t_{j}\right)}}\right) \exp \left(\operatorname{tr} V H_{m}\right) . \tag{3.39}
\end{align*}
$$

Here $Z_{V}$ is the normalization constant and $t_{i}(i=0, \ldots, m)$ are parameters of the model such that $t_{i-1}-t_{i}$ gauges the strength of the connection between matrix $H_{i-1}$ and $H_{i} . V=\operatorname{diag}\left(v_{1}, v_{2}, \ldots, v_{n}, 0,0, \ldots \ldots\right)$ represents the external source with rank $n$ of the model. Under the scalings (3.32) and

$$
\begin{equation*}
v_{i}=\sqrt{2 N}\left(1-\frac{\eta_{i}}{N^{\frac{1}{3}}}\right), \tag{3.40}
\end{equation*}
$$

the limiting joint distribution of the largest eigenvalues $l^{(i)}$ of $H_{i}(i=1, \ldots, m)$ is described as the Fredholm determinant (3.37),

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left(l^{(1)} \leq a_{1}, \ldots, l^{(m)} \leq a_{m}\right)=\operatorname{det}\left(1+\mathcal{K}_{3}^{\prime} \mathcal{G}\right) . \tag{3.41}
\end{equation*}
$$

In the case $n=1$, (3.41) was shown in Refs. 55. We can also show this equation for the general $n$ case in a similar manner.

### 3.2.5. Region 4 ( $u_{c}<u$ )

This is the region where the effect of the defect particles has become dominant for the dynamics of the tagged particle.

As in the region 3, we first consider the case $\bar{q}_{1} \neq \bar{q}_{2} \neq \cdots \neq \bar{q}_{n}$. In this case, one can expect that the dynamics is effectively the same as that of the slowest defect particle with stay rate $\bar{q}=\max \left(\bar{q}_{j}\right)$. To see nontrivial correlations, times $t_{j}(j=1, \ldots, m)$ should be macroscopically separated. We set

$$
\begin{equation*}
\ell_{j}=A_{G}\left(u_{j}\right) M-D_{G}\left(u_{j}\right) M^{\frac{1}{2}} S_{j}, \tag{3.42}
\end{equation*}
$$

where $u_{j}=t_{j} / M, A_{G}\left(u_{j}\right)$ is given in (3.13), and

$$
\begin{equation*}
D_{G}\left(u_{j}\right)=\frac{1-\bar{q}}{\bar{q}}\left(\frac{2 \bar{q}^{3}}{1-\bar{q}}\left(u_{j}-1\right)-\frac{2 \bar{q}^{3} q(1-q)}{(\bar{q}-q)^{2}(1-\bar{q})}\right)^{\frac{1}{2}} . \tag{3.43}
\end{equation*}
$$

Under this setting and introducing the parameter $\tau_{j}$ such that

$$
\begin{equation*}
e^{\tau_{j}}=D_{G}\left(u_{j}\right), \tag{3.44}
\end{equation*}
$$

we get the theorem as follows.

Theorem 2-4.
$\lim _{M \rightarrow \infty} \operatorname{Prob}\left(L\left(t_{1}, M\right) \geq \ell_{1}, L\left(t_{2}, M\right) \geq \ell_{2}, \ldots, L\left(t_{m}, M\right) \geq \ell_{m}\right)=\operatorname{det}\left(1+\mathcal{K}_{G} \mathcal{G}\right)$,
where the Fredholm determinant and $\mathcal{G}\left(\tau_{j}, \xi\right)$ are defined in (3.26) and (3.27) respectively and

$$
\mathcal{K}_{G}\left(\tau_{1}, \xi_{1} ; \tau_{2}, \xi_{2}\right)= \begin{cases}\frac{\exp \left(-\xi_{1}^{2}\right)}{\sqrt{\pi}}-\frac{\exp \left(-\frac{\left(\xi_{2}-e^{\left.\tau_{1}-\tau_{2} \xi_{1}\right)^{2}}\right.}{1-e^{2\left(\tau_{1}-\tau_{2}\right)}}\right)}{\sqrt{\pi\left(1-e^{2\left(\tau_{1}-\tau_{2}\right)}\right)}}, & \text { for } \tau_{1}<\tau_{2}  \tag{3.46}\\ \frac{\exp \left(-\xi_{1}^{2}\right)}{\sqrt{\pi}}, & \text { for } \tau_{1} \geq \tau_{2}\end{cases}
$$

This kernel represents the propagation of a Brownian particle (a particle obeying the Ornstein-Uhlenbeck process). Actually the two point distribution is calculated as

$$
\begin{align*}
\lim _{M \rightarrow \infty} & \operatorname{Prob}\left(L\left(t_{1}, M\right) \geq \ell_{1}, L\left(t_{2}, M\right) \geq \ell_{2}\right) \\
= & 1-\int_{s_{1}}^{\infty} d \xi_{1} \mathcal{K}_{n}\left(\tau_{1}, \xi_{1} ; \tau_{1}, \xi_{1}\right)-\int_{s_{2}}^{\infty} d \xi_{2} \mathcal{K}_{n}\left(\tau_{2}, \xi_{2} ; \tau_{2}, \xi_{2}\right) \\
& +\frac{1}{2} \int_{s_{1}}^{\infty} d \xi_{1} \int_{s_{2}}^{\infty} d \xi_{2}\left|\begin{array}{ll}
\mathcal{K}_{n}\left(\tau_{1}, \xi_{1} ; \tau_{1}, \xi_{1}\right) & \mathcal{K}_{n}\left(\tau_{1}, \xi_{1} ; \tau_{2}, \xi_{2}\right) \\
\mathcal{K}_{n}\left(\tau_{2}, \xi_{2} ; \tau_{1}, \xi_{1}\right) & \mathcal{K}_{n}\left(\tau_{2}, \xi_{2} ; \tau_{2}, \xi_{2}\right)
\end{array}\right| \\
& +\frac{1}{2} \int_{s_{1}}^{\infty} d \xi_{1} \int_{s_{2}}^{\infty} d \xi_{2}\left|\begin{array}{ll}
\mathcal{K}_{n}\left(\tau_{2}, \xi_{2} ; \tau_{2}, \xi_{2}\right) & \mathcal{K}_{n}\left(\tau_{2}, \xi_{2} ; \tau_{1}, \xi_{1}\right) \\
\mathcal{K}_{n}\left(\tau_{1}, \xi_{1} ; \tau_{2}, \xi_{2}\right) & \mathcal{K}_{n}\left(\tau_{1}, \xi_{1} ; \tau_{1}, \xi_{1}\right)
\end{array}\right| \\
= & \int_{-\infty}^{s_{1}} d \xi_{1} \int_{-\infty}^{s_{2}} d \xi_{2} \frac{e^{\frac{-\left(\xi_{2}-e_{1}-\tau_{2} \xi_{1}\right)^{2}}{1-e^{2\left(\tau_{1}-\tau_{2}\right)}}}}{\sqrt{\pi\left(1-e^{2\left(\tau_{1}-\tau_{2}\right)}\right)}} \frac{e^{-\xi_{1}^{2}}}{\sqrt{\pi}} . \tag{3.47}
\end{align*}
$$

Next we consider the case $\bar{q}_{1} \sim \bar{q}_{2} \sim \ldots \sim \bar{q}_{n}$. The typical picture of the time evolution of the particles is depicted in Fig. 2(c). In this figure, it seems that four groups of which each top particle is the defect particle are formed and each group behaves like one particle in the TASEP. Thus in the region, one can expect that the system is effectively the same as $n$ TASEP particles.

In addition to the scaling (3.42)-(3.44), we also set

$$
\begin{equation*}
\bar{q}_{i}=\bar{q}-\bar{q}(1-\bar{q}) \frac{2 \epsilon_{i}}{M^{\frac{1}{2}}} \tag{3.48}
\end{equation*}
$$

Note that the scaling exponent $1 / 2$ in (3.42) is the same as that in the case of the central limit theorem. However the following theorem indicates that the limiting process of $L(t, M)$ depends on the number $n$ of the defect particles. Note that this is not the information which the scaling exponent can detect.

## Theorem 2-4'

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \operatorname{Prob}\left(L\left(t_{1}, M\right) \geq \ell_{1}, L\left(t_{2}, M\right) \geq \ell_{2}, \ldots, L\left(t_{m}, M\right) \geq \ell_{m}\right)=\operatorname{det}\left(1+\mathcal{K}^{(n)} \mathcal{G}\right) . \tag{3.49}
\end{equation*}
$$

The Fredholm determinant and $\mathcal{G}\left(\tau_{j}, \xi\right)$ in the right hand side are defined in (3.26) and (3.27) respectively and the kernel is given by

$$
\begin{equation*}
\mathcal{K}^{(n)}\left(\tau_{1}, x_{1} ; \tau_{2}, x_{2}\right)=\tilde{K}^{(n)}\left(\tau_{1}, x_{1} ; \tau_{2}, x_{2}\right)-\phi\left(\tau_{1}, x_{1} ; \tau_{2}, x_{2}\right), \tag{3.50}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{K}^{(n)}\left(\tau_{1}, \xi_{1} ; \tau_{2}, \xi_{2}\right)= \frac{2}{(2 \pi i)^{2}} \int_{\Gamma} d w_{1} \int_{\gamma} d w_{2} \frac{\exp \left(w_{2}^{2}-w_{1}^{2}-2 w_{2} \xi_{2}+2 w_{1} \xi_{1}\right)}{e^{\tau_{1}-\tau_{2}} w_{2}-w_{1}} \\
& \times \prod_{j=1}^{n} \frac{e^{-\tau_{2}} w_{2}+\epsilon_{j}}{e^{-\tau_{1}} w_{1}+\epsilon_{j}},  \tag{3.51}\\
& \phi\left(\tau_{1}, \xi_{1} ; \tau_{2}, \xi_{2}\right)= \begin{cases}\frac{1}{\sqrt{\pi\left(1-e^{2\left(\tau_{1}-\tau_{2}\right)}\right)}} \exp \left(-\frac{\left(x_{2}-e^{\tau_{1}-\tau_{2}} \xi_{1}\right)^{2}}{1-e^{2\left(\tau_{1}-\tau_{2}\right)}}\right), & \text { for } \tau_{1}<\tau_{2}, \\
0, & \text { for } \tau_{1} \geq \tau_{2} .\end{cases} \tag{3.52}
\end{align*}
$$

In (3.51), $\Gamma$ represents the contour enclosing $-e^{\tau_{1}} \epsilon_{i}(i=1, \ldots, n)$ anticlockwise and $\gamma$ represents the arbitrary path running from $-i \infty$ to $i \infty$.

The kernel above has been given in Refs. 55, 59. As in Theorem $2-3^{\prime}$, it is reduced to $\mathcal{K}_{G}$ (3.46) if we set $\epsilon=0$ for some $j$ and $\epsilon_{k}=\infty$ for $k \neq j$. Thus, later we will give only the proof of this theorem in Sec. 5.3.

The Fredholm determinant also describes the joint distribution function of the largest eigenvalue in the Hermitian multi-matrix model (3.39), where we assume the rank of $H_{j}(j=1, \ldots, m)$ is $n$ and $V=\operatorname{diag}\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{n}\right)$. The joint distribution of the largest eigenvalues $l^{(i)}$ of $H_{i}$ can be described as the Fredholm determinant in the above theorem,

$$
\begin{equation*}
\operatorname{Prob}\left(l^{(1)} \leq s_{1}, \ldots, l^{(m)} \leq s_{m}\right)=\operatorname{det}\left(1+\mathcal{K}^{(n)} \mathcal{G}\right) . \tag{3.53}
\end{equation*}
$$

Note that in the equation above, we do not take the limit as the rank $n$ goes to infinity.

### 3.3. Scaling Limit 2 ( $M$ Fixed)

Here we consider another scaling limit such that $M$ is fixed and $t$ goes to infinity. We set

$$
\begin{align*}
t_{i} & =e^{2 \tau_{i}} T  \tag{3.54}\\
\ell_{i} & =(1-q) t_{i}-s_{i} \sqrt{2 q(1-q) t_{i}}  \tag{3.55}\\
q_{i} & =q-\sqrt{\frac{2 q(1-q)}{T}} \epsilon_{i} \tag{3.56}
\end{align*}
$$

and consider the asymptotic behavior as $T$ goes to infinity. We get the following theorem. The proof of the theorem will be given in Sec. 5.4.

## Theorem 3.

$\lim _{T \rightarrow \infty} \operatorname{Prob}\left(L\left(t_{1}, M\right) \geq \ell_{1}, L\left(t_{2}, M\right) \geq \ell_{2}, \ldots, L\left(t_{m}, M\right) \geq \ell_{m}\right)=\operatorname{det}\left(1+\mathcal{K}^{(M)} \mathcal{G}\right)$,
where the right hand side is the same as that of (3.49) with $n=M$.

### 3.4. Continuous Limit

In this subsection, we consider the continuous time version of the TASEP which is also usually discussed in the study of the ASEP. In the case without defect particles, the rule is defined as follows. Let $\tilde{t}$ be the time variable which can take any positive real number. Between time $\tilde{t}$ and $\tilde{t}+d \tilde{t}$, a particle can hop to its right neighboring site with probability $d \tilde{t}$ if the site is empty. If the site is occupied, the particle stays at the same site with probability 1.

We easily find that the continuous time version can be realized from the discrete time version defined in Sec. 2 by taking the limit,

$$
\begin{equation*}
1-q \rightarrow 0, \quad t \rightarrow \infty \tag{3.58}
\end{equation*}
$$

with $\tilde{t}=(1-q) t$ fixed. In addition, the scaling limit in Sec. 3.2 can also be studied by taking the $\tilde{t} \rightarrow \infty, M \rightarrow \infty$ limit with their ratio

$$
\begin{equation*}
\tilde{u}=\tilde{t} / M, \tag{3.59}
\end{equation*}
$$

fixed. Applying (3.58) and (3.59) to the Theorems in Sec. 3.2, we can rewrite the theorems for the continuous time TASEP. Here we show only the result which corresponds to Theorem 2-2. Analogous to (3.21) and (3.22), we scale time $\tilde{t}_{j}$ and the position $\ell_{j}$ as

$$
\begin{gather*}
\tilde{t}_{j}=\tilde{u} M+C^{(c)}(\tilde{u}) M^{\frac{2}{3}} \tau_{j},  \tag{3.60}\\
\ell_{j}=A_{2}^{(c)}\left(\tilde{u}_{j}\right) M-D^{(c)}(\tilde{u}) M^{\frac{1}{3}} S_{i}, \tag{3.61}
\end{gather*}
$$

where $1<\tilde{u}$ and

$$
\begin{align*}
& A_{2}^{(c)}(\tilde{u})=(\sqrt{\tilde{u}}-1)^{2},  \tag{3.62}\\
& C^{(c)}(\tilde{u})=2 \tilde{u}^{\frac{5}{6}}(\sqrt{\tilde{u}}-1)^{\frac{1}{3}},  \tag{3.63}\\
& D^{(c)}(\tilde{u})=\tilde{u}^{\frac{1}{6}}(\sqrt{\tilde{u}}-1)^{\frac{2}{3}} . \tag{3.64}
\end{align*}
$$

Then we have

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \operatorname{Prob}\left(L\left(\tilde{t}_{1}, M\right) \geq \ell_{1}, L\left(\tilde{t}_{2}, M\right) \geq \ell_{2}, \ldots, L\left(\tilde{t}_{m}, M\right) \geq \ell_{m}\right)=\operatorname{det}\left(1+\mathcal{K}_{2} \mathcal{G}\right) . \tag{3.65}
\end{equation*}
$$

Here the right hand side is defined in (3.26)-(3.28).

## 4. FROM THE TASEP TO THE SCHUR PROCESS

In this section, we discuss a relationship between the time evolution of a tagged particle in the TASEP with the step initial condition described in Sec. 2 and the stochastic growth of a Young diagram ${ }^{(32-35)}$ which turns out to be a special case of the Schur process. ${ }^{(36,37)}$ In the last part of this section, the proof of Theorem 1 in Sec. 3.1 is obtained.

In the study of the TASEP, the technique using the enumeration of Young diagrams was used in Ref. 17 to study the current fluctuation. The discussion in Ref. 17 was based on the relation of the TASEP to the directed polymer problem on a matrix of which the elements obey the geometric distribution. In this section, on the other hand, we consider the correspondence between the directed polymer problem on a 01 matrix ${ }^{(28-31)}$ and the TASEP, which is a similar but different mapping. For the analysis of the tagged particle problem, the mapping is more natural and convenient.

### 4.1. TASEP and 01 Matrix

Let us consider an ensemble of $N \times M 01$ matrices $\{a(i, j)\}_{i=1, \ldots, N, j=1, \ldots, M}$, whose matrix elements are either 0 or 1 . All matrix elements are independent random variables and each element obeys the Bernoulli distribution,

$$
a(i, M+1-j)= \begin{cases}0, & \text { with probability } 1-q_{j}  \tag{4.1}\\ 1, & \text { with probability } q_{j}\end{cases}
$$

Here $1-q_{j}$ is taken to be the same value as the hopping rate of the $j$ th particle of the TASEP defined in Sec. 2. Each realization of the 01 matrix $a(i, j)$ can be translated to a time evolution of the TASEP as follows.

Fig. 4. Example of the time evolution of the TASEP and corresponding 01 matrices. In this case, two tables is assigned for one example of the time evolution. Since the second particle can not hop to its right neighboring site between $t=2$ and 3 , there are two possibilities of assigning both 0 and 1 in the $(i, j)=(1,2)$ element of the 01 matrix.
$a(i, M+1-j)=0($ resp. 1$)$ : Between time $i+j-2$ and $i+j-1$, the $j$ th particle tries to hop to the right neighboring site (resp. stays at the same site). When the right neighboring site is occupied at time $i+j-2$, particle can not move due to the exclusion effect even if $a(i, M+1-j)=0$.

Since $a(i, M+1-j)=0$ could mean both hopping or stay depending on whether the target site is occupied or empty, the mapping from a 01 matrix to the time evolution of the TASEP is not one-to-one. In Fig. 4, we depict an example of the time evolution in the TASEP and the corresponding two 01 matrices. Note that in the step initial condition, the $j$ th particle cannot move until time $j-1$ and that the time evolution of the $j$ th particle at time step between $i$ and $i+1$ does not depend on that of the $j-1$ th particle at the time step. Thus one finds that the 01 matrix defined above has all informations needed for the time evolution of the $M$ th particle from time 0 through $M+N-1$.

Let us define a left-down path $\pi(N, M)$ of a $N \times M 01$ matrix $\{a(i, j)\}_{i=1, \ldots, N, j=1, \ldots, M}$ by

$$
\begin{align*}
\pi(N, M)= & \left\{\left\{\left(i_{k}, j_{k}\right)\right\}_{1 \leq k} \mid a\left(i_{k}, j_{k}\right)=1,1 \leq i_{1}<i_{2}<\ldots \leq N,\right. \\
& \left.M \geq j_{1} \geq j_{2} \geq \ldots \geq 1\right\} . \tag{4.2}
\end{align*}
$$

Note that the row indices $i_{k}(k=1, \ldots)$ are strictly increasing while the column indices $j_{k}(k=1, \ldots)$ are weakly decreasing. In $\pi$, the position of $\left(i_{k+1}, j_{k+1}\right)$ is always located on the down side or left-down side of the position of $\left(i_{k}, j_{k}\right)$ in the 01 matrix. We also define the quantity $G(N, M)$ by

$$
\begin{equation*}
G(N, M)=\max _{\pi(N, M)}|\pi(N, M)|, \tag{4.3}
\end{equation*}
$$

where $|\pi|$ denotes i.e., the number of elements in the path $\pi$. If we regard the 01 matrix as the random media in a plane, $\pi(N, M)$ as a spatial configuration of a polymer chain, and $|\pi(N, M)|$ as its energy, we can interpret (4.3) as a statistical mechanical problem of a directed polymer. This kind of problem is studied in Refs. 28-31.

Now we find that this maximum length of the left-down path is directly related to the position of a tagged particle as

$$
\begin{equation*}
G(N, M)=d(N, M) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
d(N, M):=N-L(t=N+M-1, M) \tag{4.5}
\end{equation*}
$$

represents the number of times the $M$ th particle stays at the same site from time 0 through $N+M-1$. Equation (4.4) enables us to study the dynamics of the TASEP in terms of the 01 matrices and plays a fundamental role in our subsequent analysis.

We can show (4.4) in the following way. For the case $M=1$ (the case where we tag the first particle), we can easily check this equation, since $G(N, 1)$ defined in (4.3) is simply the total number of the value 1 in the sequence $\{a(k, 1)\}_{k=1, \ldots, N}$ and it is clear that this quantity represents the number of times the particle stays from $t=0$ through $N$.

For the case $M \geq 2$, we can prove (4.4) by mathematical induction about the row $N$. Here, we mainly consider only the case $M=2$. For the case $M \geq 3$, we can check (4.4) in a similar fashion to this case.

When $N=1$, we can check (4.4) easily for all four cases $(a(1,1)=0,1$ and $a(1,2)=0,1)$.

We assume that (4.4) holds for $N=N_{a}$, and $M=1$ and 2, i.e.,

$$
\begin{equation*}
d\left(N_{a}, 1\right)=G\left(N_{a}, 1\right), \quad d\left(N_{a}, 2\right)=G\left(N_{a}, 2\right) . \tag{4.6}
\end{equation*}
$$

Under this assumption, we will show that $d\left(N_{a}+1,2\right)=G\left(N_{a}+1,2\right)$ as follows. From (4.3), one easily finds

$$
\begin{equation*}
G\left(N_{a}, 2\right) \geq G\left(N_{a}, 1\right), \quad G\left(N_{a}, i\right) \geq G\left(N_{b}, i\right), \tag{4.7}
\end{equation*}
$$

where $1 \leq N_{b} \leq N_{a}$, and $i=1$ and 2 . Considering these properties, we classify the problem into two cases,
(i)

$$
\begin{equation*}
G\left(N_{a}, 2\right)=G\left(N_{a}, 1\right), \text { and } \quad a\left(N_{a}+1,2\right)=1, \tag{4.8}
\end{equation*}
$$

(ii)

$$
\left\{\begin{array}{l}
G\left(N_{a}, 2\right)>G\left(N_{a}, 1\right) \quad \text { and } \quad a(N+1,2)=0 \quad \text { or } \quad 1,  \tag{4.9}\\
G\left(N_{a}, 2\right)=G\left(N_{a}, 1\right) \quad \text { and } \quad a(N+1,2)=0 .
\end{array}\right.
$$

The case (i) corresponds to the situation where the two particles occupy the neighboring sites at $t=N_{a}+1$. Thus the second particle (the tagged particle) must stay at time step between $N_{a}+1$ and $N_{a}+2$. Hence one finds

$$
\begin{equation*}
d\left(N_{a}+1,2\right)=d\left(N_{a}, 2\right)+1, \tag{4.10}
\end{equation*}
$$

regardless of the value of $a\left(N_{a}+1,1\right)$. On the other hand, due to (4.3), (4.7) and (4.8), we have

$$
\begin{equation*}
G\left(N_{a}+1,2\right)=G\left(N_{a}, 1\right)+a\left(N_{a}+1,2\right)=G\left(N_{a}, 2\right)+1 \tag{4.11}
\end{equation*}
$$

Thus from (4.6), (4.10) and (4.11), we have for the case (i),

$$
\begin{equation*}
d\left(N_{a}+1,2\right)=G\left(N_{a}+1,2\right) . \tag{4.12}
\end{equation*}
$$

The case (ii) corresponds to the situation where at $t=N_{a}+1$, the distance between the first and the second particles is at least one site. Note that in this case
we do not need to consider the exclusion effect of the first particle and thus the situation is essentially the same as the case $M=1$. We have

$$
\begin{equation*}
d\left(N_{a}+1,2\right)=d\left(N_{a}, 2\right)+a\left(N_{a}+1,1\right) \tag{4.13}
\end{equation*}
$$

On the other hand, from (4.7) and (4.9) we can also check that

$$
\begin{equation*}
G\left(N_{a}+1,2\right)=G\left(N_{a}, 2\right)+a\left(N_{a}+1,1\right) . \tag{4.14}
\end{equation*}
$$

Thus we find that (4.12) holds also for the case (ii) and therefore (4.4) holds for $M=2$.

In the case $M=k(k \geq 3)$, we can also classify the situation into two cases as in (i) and (ii) for $M=2$, i.e., the case (i)' where all $k$ particles are packed and (ii)' where the particles form several groups which are separated by some successive empty sites. For the case (i) ${ }^{\prime}$, we can check (4.4) in a similar manner to the case $M=2$. For the case (ii)', we can easily show that the case is essentially the same as the case (i)' for $M=m$ which is smaller than $k$.

### 4.2. 01 Matrix and the Dual Robinson-Schensted-Knuth Correspondence

The quantity we would like to discuss is the multi-time distribution of $L(t, M)$,

$$
\begin{equation*}
\operatorname{Prob}_{\mathrm{TASEP}}\left(L\left(t_{1}, M\right) \geq \ell_{1}, L\left(t_{2}, M\right) \geq \ell_{2}, \cdots, L\left(t_{m}, M\right) \geq \ell_{m}\right) \tag{4.15}
\end{equation*}
$$

where Prob $_{\text {TASEP }}$ represents the probability measure of the TASEP defined in Sec. 2. Due to the result in Sec. 4.1 (especially (4.4) and (4.5)), one finds

$$
\begin{align*}
& \operatorname{Prob}_{\mathrm{TASEP}}\left(L\left(N_{1}+M-1, M\right) \geq \ell_{1},\right. \\
&\left.L\left(N_{2}+M-1, M\right) \geq \ell_{2}, \ldots, L\left(N_{m}+M-1, M\right) \geq \ell_{m}\right) \\
&= \operatorname{Prob}_{01}\left(G\left(N_{1}, M\right) \leq N_{1}-\ell_{1},\right. \\
&\left.G\left(N_{2}, M\right) \leq N_{2}-\ell_{2}, \ldots, G\left(N_{m}, M\right) \leq N_{m}-\ell_{m}\right), \tag{4.16}
\end{align*}
$$

where $\mathrm{Prob}_{01}$ represents the probability measure of 01 table defined in (4.1) and $G\left(N_{i}, M\right)$ is defined in (4.4).

In this section, we further restate our problem in terms of the combinatorics of Young tableaux. For the definitions and basic properties of Young tableaux and related subjects, we refer the reader to Ref. 60. There is a bijective mapping between an $N \times M 01$ matrix and a pair $(P, Q)$ where $P^{t}$ (the transpose of $P$ ) and $Q$ are the semistandard Young tableaux (SSYT) with the condition that the shape of $P$ is the same as that of $Q$. The mapping is called the dual Robinson-SchenstedKnuth (RSK) algorithm. In order to get ( $P, Q$ ), we first construct a two-line array
(a)


Fig. 5. (a) Example of time evolution of the TASEP and (b) one of its corresponding matrices. Note that a set of many matrices corresponds to (a) and only one of them is shown here.
(or generalized permutation),
where $1 \leq j_{1}^{(i)} \leq j_{2}^{(i)} \cdots \leq M$, from the 01 matrix by listing $\binom{i}{j}$ 's for which $a(i, j)=1$. Next, we construct $P$ (resp. $Q$ ) by arranging on a plane the figures in the second row (resp. the first row). Note that each positive integer constructing $P($ resp. $Q)$ is less than $M($ resp. $N)$. For details of the algorithm, see Ref. 60. The generalized permutation and $(P, Q)$ corresponding to the 01 table in Fig. 5(b) are given in Fig. 6.

Now we express $G(N, M)(4.3)$ as the quantity related to a pair $(P, Q)$. Let us denote the shape of $P$ (or $Q$ ) by the Young diagram, $\lambda(N, M)=$ $\left(\lambda_{1}(N, M), \lambda_{2}(N, M), \ldots\right)$ where $\lambda_{i} \geq 0$ represents the length of $i$ th row of the tableaux $P$ (or $Q$ ). In the example of Fig. 6(b), we see $\lambda=(4,3,2,2,2)$. Then we have

$$
\begin{equation*}
G(N, M)=\lambda_{1}^{\prime}(N, M) . \tag{4.18}
\end{equation*}
$$

Here $\lambda^{\prime}=\left(\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \ldots\right)$ means the transpose of the Young diagram $\lambda$. Thus $\lambda_{1}^{\prime}(N, M)$ is equal to the length of the first column of $\lambda(N, M)$.

Equation (4.18) may be shown by examining the dual RSK algorithm directly but is also understood as follows. For the sequence of the numbers $\left(i_{1}, i_{2}, \ldots\right)$ where


Fig. 6. (a) Generalized permutation corresponding to Fig. 5(b). We arrange $(i, j)$ where $a(i, j)=1$ following the rule in Ref. 60. (b) The pair $(P, Q)$ obtained from (a) by the dual RSK algorithm.
$i \in(0,1,2, \ldots)$, we define a nondecreasing (resp. nonincreasing) subsequence $\left(j_{1}, j_{2}, \ldots\right)$ such that $j_{1} \leq j_{2} \leq \ldots$ (resp. $j_{1} \geq j_{2} \geq \ldots$ ). From the construction it is not difficult to see that $G(N, M)$ is equivalent to the length of the longest nonincreasing subsequence of the second row $\left(j_{1}^{(1)}, \ldots, j_{m_{1}}^{(1)}, \ldots, j_{1}^{(N)}, \ldots, j_{m_{N}}^{(N)}\right)$ in a generalized permutation (4.17). Thus, $G(N, M)$ is also regarded as the length of the longest nondecreasing subsequence of the opposite sequence $\left(j_{m_{N}}^{(N)}, \ldots, j_{1}^{(N)}, \ldots, j_{m_{1}}^{(1)}, \ldots, j_{1}^{(1)}\right)$ of the second row in (4.17). We can apply the (normal) RSK algorithm ${ }^{(60)}$ to this reverse sequence to obtain a SSYT. Let us denote the SSYT by $R$. Then (4.18) is a consequence of the facts that the length of the longest nondecreasing sequence in the reverse sequence is equal to the length of the first row of $R$ (this is known as a property of the normal RSK algorithm ${ }^{(17,20)}$ ) and the symmetry property,

$$
\begin{equation*}
P^{t}=R \tag{4.19}
\end{equation*}
$$

whose proof can be found in Appendix A of Ref. 61. Notice that in the example of Fig. $5(\mathrm{a}), L(9,4)=1$ thus $d(6,4)=5$ while in Fig. 6(b), $\lambda_{1}^{\prime}=5$.

Thus from (4.18), we get

$$
\begin{align*}
& \operatorname{Prob}_{01}\left(G\left(N_{1}, M\right) \leq N_{1}-\ell_{1}, G\left(N_{2}, M\right) \leq N_{2}-\ell_{2}, \ldots, G\left(N_{m}, M\right) \leq N_{m}-\ell_{m}\right) \\
& \quad=\operatorname{Prob}_{\lambda}\left(\lambda_{1}^{\prime}\left(N_{1}, M\right) \leq N_{1}-\ell_{1}, \lambda_{1}^{\prime}\left(N_{2}, M\right) \leq N_{2}-\ell_{2}, \ldots, \lambda_{1}^{\prime}\left(N_{m}, M\right) \leq N_{m}-\ell_{m}\right) . \tag{4.20}
\end{align*}
$$

Here $\operatorname{Prob}_{\lambda}$ in the right hand side represents the probability measure of the set of Young diagrams obtained by the dual RSK algorithm from the 01 matrix defined in (4.1) and $\lambda\left(N_{i}, M\right)$ means the Young diagram obtained by applying the dual RSK algorithm to the $N_{i} \times M 01$ submatrix $\{a(i, j)\}_{1 \leq i \leq N_{i}, 1 \leq j \leq M}$ of the $N \times M$ 01 matrix (4.1).


Fig. 7. Growth of Young diagram obtained from Fig. 5(b) by the dual RSK algorithm. The diagrams $\lambda(i, 4)(1=1, \ldots, 6)$ are obtained from the submatrices $\{a(j, k)\}_{j=1, \ldots, i, k=1, \ldots, 4}$ of Fig. 5(b). The set of the diagrams $\{\lambda(i, 4)\}_{i=1, \ldots, 6}$ corresponds to the $Q$ tableaux in Fig. 6(b).

From (4.16) and (4.20), we managed to interpret the time evolution of a tagged particle in the TASEP as the time evolution of $\lambda_{1}^{\prime}$, the length of the first column, regarding $N_{i}$ as a time parameter.

### 4.3. Growth of Young Diagrams and Schur Process

In order to investigate the right hand side of (4.20), we consider the following probability,

$$
\begin{equation*}
\operatorname{Prob}_{\lambda}\left(\lambda(1, M)=\lambda^{(1)}, \lambda(2, M)=\lambda^{(2)}, \ldots, \lambda(N, M)=\lambda^{(N)}=\lambda\right) \tag{4.21}
\end{equation*}
$$

for a given set of Young diagrams, $\left\{\lambda^{(k)}\right\}_{k=1, \ldots, N}$. This equation describes the growth of a Young diagram. Eq. (4.21) represents the joint distribution of them. Figure 7 illustrates the growth of Young diagram which corresponds to Fig. 5(b). Notice that from (4.4) and (4.18), the growth of $\lambda_{1}^{\prime}(i, M)$ describes the time evolution of $M$ th particle in the TASEP. Let us denote the $Q^{(k)}$ as the part of the $Q$ tableau obtained by picking up only the symbols $1,2, \ldots, i$. From the rule of the dual RSK algorithm, ${ }^{(60)}$ we find that $Q^{(k)}$ is equivalent to the $Q$ tableau obtained by applying the dual RSK algorithm to the the submatrix $\left\{a(i, j)_{i=1, \ldots, k, j=1, \ldots, M\}}\right.$. Thus one has

$$
\begin{equation*}
\operatorname{sh}\left(Q^{(i)}\right)=\lambda(i, M) \tag{4.22}
\end{equation*}
$$

where $\operatorname{sh}\left(Q^{(i)}\right)$ denotes the shape of $Q^{(i)}$. Hence the $Q$ tableau records the growth of Young diagram, that is, it one-to-one corresponds to the set of the Young diagrams $\{\lambda(i, M)\}_{i=1, \ldots, N}$. Compare the tableau $Q$ in Fig. 6(b) with $\{\lambda(i, M)\}_{i=1, \ldots, 6}$ in Fig. 7. We can recognize that $\operatorname{sh}\left(Q^{(i)}\right)$ constructed from the tableau $Q$ in Fig. 6(b) is equivalent to $\lambda(i, M)$ in Fig. 7. Hence we have

$$
\begin{gather*}
\operatorname{Prob}_{\lambda}\left(\lambda(1, M)=\lambda^{(1)}, \lambda(2, M)=\lambda^{(2)}, \ldots, \lambda(N, M)=\lambda^{(N)}\right) \\
=\operatorname{Prob}_{\{P, Q\}}\left(\operatorname{sh}\left(Q^{(k)}\right)=\lambda^{(k)}, k=1, \ldots, N\right) . \tag{4.23}
\end{gather*}
$$

Here $\operatorname{Prob}_{\{P, Q\}}$ represents the probability measure on the set of the pairs $\{P, Q\}$ obtained by the dual RSK algorithm from the $N \times M 01$ matrices defined in (4.1). Hence it is found that the growth process of the Young diagram is characterized by the $Q$ tableau in the dual RSK correspondence. This type of growth process has been also discussed in Refs. 32-35.

Remembering $P$ is constructed from the second row of a generalized permutation, we find that the symbol $j$ in $P$ represents the column index of the element of the 01 matrix where $a(i, j)=1$. Thus the total number of $j$ s in $P$ is equal to the total number of the figure 1 in the $j$ th column of the 01 matrix. Hence, for a given $P^{\prime}$, one finds
$\operatorname{Prob}_{\{P, Q\}}\left(P=P^{\prime}, \operatorname{sh}\left(Q^{(k)}\right)=\lambda^{(k)}(k=1, \ldots, N)\right)$

$$
= \begin{cases}q_{M}^{\sharp 1\left(P^{\prime}\right)} q_{M-1}^{\sharp 2\left(P^{\prime}\right)} \cdots q_{1}^{\sharp M\left(P^{\prime}\right)} \times\left(1-q_{M}\right)^{N-\sharp 1\left(P^{\prime}\right)}\left(1-q_{M-1}\right)^{N-\sharp 2\left(P^{\prime}\right)} \ldots  \tag{4.24}\\ \left(1-q_{1}\right)^{N-\sharp M\left(P^{\prime}\right)}, & \text { if } \lambda^{(1)} \text { and } \lambda^{(i+1)} / \lambda^{(i)}(i=1, \ldots, N-1) \text { have no two } \\ \quad \text { squares in the same column, } \\ 0, & \text { otherwise. }\end{cases}
$$

where $\sharp i\left(P^{\prime}\right)$ means the total number of the symbol $i$ in $P^{\prime}$. Applying the above equation to the combinatorial definition of the Schur function,

$$
\begin{equation*}
s_{\lambda / \mu}\left(a_{1}, \ldots, a_{N}\right)=\sum_{S} a_{1}^{\sharp 1(S)} \ldots a_{N}^{\sharp N(S)}, \tag{4.25}
\end{equation*}
$$

where the summation is taken to all SSYT $S$ with shape $\lambda / \mu$, we have

$$
\begin{align*}
& \operatorname{Prob}_{\{P, Q\}}\left(\operatorname{sh}\left(Q^{(k)}\right)=\lambda^{(k)}, k=1, \ldots, N\right) \\
& =\sum_{P^{\prime}} \operatorname{Prob}_{\{P, Q\}}\left(P=P^{\prime}, \operatorname{sh}\left(Q^{(k)}\right)=\lambda^{(k)}, k=1, \ldots, N\right) \\
& =\left(1-q_{1}\right)^{N} \ldots\left(1-q_{M}\right)^{N} s_{\lambda^{\prime(N)}}\left(p_{M}, \ldots, p_{1}\right) \\
& \times s_{\lambda^{(1)}}(1,0, \ldots) s_{\lambda^{(2)} / \lambda^{(1)}}(1,0, \ldots) \times \cdots \times s_{\lambda^{(N)} / \lambda^{(N-1)}}(1,0, \ldots) \text {, } \tag{4.26}
\end{align*}
$$

where $p_{i}=q_{i} /\left(1-q_{i}\right)$. The factor $s_{\lambda^{(1)}}(1,0, \ldots) \ldots$ ensures that the probability is zero unless $\lambda^{(1)}$ and $\lambda^{(i+1)} / \lambda^{(i)}(i=1, \ldots, N-1)$ have no two squares in the same column. Thus combining (4.23) with (4.26), we finally find

$$
\begin{align*}
& \operatorname{Prob}_{\lambda}\left(\lambda(1, M)=\lambda^{(1)}, \lambda(2, M)=\lambda^{(2)}, \ldots, \lambda(N, M)=\lambda^{(N)}\right) \\
&=\left(1-q_{1}\right)^{N} \ldots\left(1-q_{M}\right)^{N} s_{\lambda^{(N)}}\left(p_{M}, \ldots, p_{1}\right) \\
& \quad \times s_{\lambda^{(1)}}(1,0, \ldots) s_{\lambda^{(2)} / \lambda^{(1)}}(1,0, \ldots) \times \cdots \times s_{\lambda^{(N)} / \lambda^{(N-1)}}(1,0, \ldots) . \tag{4.27}
\end{align*}
$$

This measure is the special case of the joint distribution function in the Schur process. ${ }^{(36,37)}$ Since the Schur function is expressed as a determinant, the
function (4.27) is described as a product of determinants. Furthermore, it is known that the process has a remarkable mathematical structure that the correlation function of $\left\{\lambda_{i}^{(j)}\right\}_{i=1,2, \ldots, j=1, \ldots N}$ can be expressed as a determinant and its scaling limit can be discussed exactly. The Schur process also appears in other fields of physics and mathematics such as random growth process, ${ }^{(38)}$ melting problem of a three-dimensional crystal, ${ }^{(62)}$ random tiling model, ${ }^{(63)}$ and so on.

### 4.4. Proof of Theorem 1

From (4.16), (4.20) and (4.27), we find

$$
\begin{align*}
& \operatorname{Prob}_{\text {TASEP }}\left(L\left(t_{1}, M\right) \geq \ell_{1}, L\left(t_{2}, M\right) \geq \ell_{2}, \ldots, L\left(t_{m}, M\right) \geq \ell_{m}\right) \\
& =\operatorname{Prob}_{\mathrm{SP}}\left(\lambda_{1}^{\prime}\left(N_{1}, M\right) \leq N_{1}-\ell_{1}, \lambda_{1}^{\prime}\left(N_{2}, M\right) \leq N_{2}-\ell_{2}, \ldots,\right. \\
& \left.\quad \lambda_{1}^{\prime}\left(N_{m}, M\right) \leq N_{m}-\ell_{m}\right) . \tag{4.28}
\end{align*}
$$

Here Prob $_{\text {SP }}$ represents the probabilistic measure of the Schur process (4.26).
In general, the Schur process is defined as follows. For the set of the Young diagrams such that

$$
\begin{equation*}
\lambda^{(1)} \supset \mu^{(1)} \subset \lambda^{(2)} \supset \mu^{(2)} \cdots \supset \mu^{(N-1)} \subset \lambda^{(N)}, \tag{4.29}
\end{equation*}
$$

the following weight is assigned

$$
\begin{equation*}
s_{\lambda^{(1)}}\left(\rho_{0}^{+}\right) s_{\lambda^{(1)} / \mu^{(1)}}\left(\rho_{1}^{-}\right) s_{\lambda^{(2)} / \mu^{(1)}}\left(\rho_{1}^{+}\right) \cdots s_{\lambda\left({ }^{(N)} / \mu^{(N-1)}\right.}\left(\rho_{N-1}^{+}\right) s_{\lambda^{(N)}}\left(\rho_{N}^{-}\right) . \tag{4.30}
\end{equation*}
$$

Here $s_{\rho / \mu}(\rho)$ is the Schur function with the specialization of algebra $\rho$. In our case, we notice only two cases

$$
s_{\lambda / \mu}(\rho)= \begin{cases}s_{\lambda / \mu}\left(a_{1}, \ldots, a_{N}\right), & \text { for } \rho=\rho(z)=\prod_{j=1}^{N} \frac{1}{1-a_{j} z},  \tag{4.31}\\ s_{\lambda^{\prime} / \mu^{\prime}}\left(a_{1}, \ldots, a_{N}\right), & \text { for } \rho=\rho(z)=\prod_{j=1}^{N}\left(1+a_{j} z\right),\end{cases}
$$

where $s_{\lambda / \mu}\left(a_{1}, \ldots, a_{N}\right)$ is defined in (4.25). Substituting to (4.29),

$$
\begin{align*}
\rho_{i}^{-}(z) & =1+z, \quad(1 \leq i \leq N-1), \\
\rho_{N}^{-} & =\prod_{i=1}^{M} \frac{1}{1-p_{i} z}, \\
\rho_{j}^{+}(z) & =1, \quad(0 \leq j \leq N-1), \tag{4.32}
\end{align*}
$$

where $p_{i}=q_{i} /\left(1-q_{i}\right)$ and applying Theorem 1 in Ref. 36 or Theorem 2.2 in Ref. 37 to this case, we finally obtain the Fredholm determinant representation (3.3)(3.7) of (4.28).

## 5. ASYMPTOTICS

In this section, we discuss the scaling limit of the multi-time distribution function (2.1) by applying the saddle point method to the kernel (3.5)-(3.7) in Theorem 1.

We consider two types of scaling limit. The first case is explained in Sec. 3.2. We focus on the situation where both time $t$ and the label of the tagged particle $M$ tend to infinity when there are $n$ defect particles with the stay rates $\left\{\bar{q}_{j}\right\}_{j=1, \ldots, n}$ in front of the tagged particle. The results on the limiting distributions are summarized as Theorem 2. Their proofs are given in Secs. 5.1, 5.2 and 5.3.

In the second case, we take $t$ to be infinite with $M$ fixed. The limiting distribution is described in Theorem 3 in Sec. 3.3, whose proof is given in Sec. 5.4.

### 5.1. Region 1 (Proof of Theorem 2-1)

In this section, we consider the scaling limit in the region 1 in Fig. 3. We scale time $t_{i}$ as (3.14). In order to calculate the limiting distribution, we rewrite the kernel (3.5)-(3.7) with the condition (3.9) as

$$
\begin{align*}
& K\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)=\tilde{K}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)-\phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right) \\
& =\frac{1}{(2 \pi i)^{2}} \int_{C_{R_{1}^{\prime}}} \frac{d z_{1}}{z_{1}} \int_{C_{R_{2}^{\prime}}} \frac{d z_{2}}{z_{2}} \frac{z_{1}}{z_{1}-z_{2}} \frac{\left(1+1 / z_{2}\right)^{t_{2}-M+1}}{\left(1+1 / z_{1}\right)^{t_{1}-M+1}}\left(\frac{1-p z_{2}}{1-p z_{1}}\right)^{M-n} \\
& \quad \times \prod_{i=1}^{n} \frac{1-\bar{p}_{i} z_{2}}{1-\bar{p}_{i} z_{1}} \frac{z_{2}^{x_{2}}}{z_{1}^{x_{1}}}, \tag{5.1}
\end{align*}
$$

where $p=q /(1-q)$ and $\bar{p}_{i}=\bar{q}_{i} /\left(1-\bar{q}_{i}\right) . C_{R}$ denotes the contour with radius $R$ enclosing the origin anticlockwise and $R_{i}^{\prime}(i=1,2)$ satisfy the condition, $1<$ $R_{2}^{\prime}<R_{1}^{\prime}<1 / \bar{p}_{i}$ for $t_{1} \geq t_{2}$ and $1<R_{1}^{\prime}<R_{2}^{\prime}<1 / \bar{p}_{i}$ for $t_{1}<t_{2}$. Using (5.1) and the relation

$$
\frac{z_{1}}{z_{1}-z_{2}}= \begin{cases}\sum_{m=0}^{\infty}\left(\frac{z_{2}}{z_{1}}\right)^{m}, & t_{1} \geq t_{2}  \tag{5.2}\\ -\sum_{m=0}^{\infty}\left(\frac{z_{1}}{z_{2}}\right)^{m+1}, & t_{1}<t_{2}\end{cases}
$$

one finds

$$
K\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)= \begin{cases}\sum_{m=0}^{\infty} \Psi_{1}\left(x_{1}+m, t_{1}\right) \Psi_{2}\left(x_{2}+m, t_{2}\right), & t_{1} \geq t_{2},  \tag{5.3}\\ -\sum_{m=0}^{\infty} \Psi_{1}\left(x_{1}-m-1, t_{1}\right) \Psi_{2}\left(x_{2}-m-1, t_{2}\right), & t_{1}<t_{2} .\end{cases}
$$

Here the function $\Psi_{1}\left(m, t_{1}, x_{1}\right)$ and $\Psi_{2}\left(m, t_{2}, x_{2}\right)$ are given by

$$
\begin{align*}
& \Psi_{1}\left(x_{1}, t_{1}\right)=\frac{1}{2 \pi i} \int_{C_{R_{1}}} \frac{d z}{z} \frac{1}{(1+1 / z)^{t_{1}-M+1}(1-p z)^{M}} \prod_{i=1}^{n} \frac{1-p z}{1-\bar{p}_{i} z} \frac{1}{z^{x_{1}}},  \tag{5.4}\\
& \Psi_{2}\left(x_{2}, t_{2}\right)=\frac{1}{2 \pi i} \int_{C_{1}} \frac{d w}{w}(1+1 / w)^{t_{2}-M+1}(1-p w)^{M} \prod_{i=1}^{n} \frac{1-\bar{p}_{i} w}{1-p w} w^{x_{2}}, \tag{5.5}
\end{align*}
$$

where the radius $R_{1}$ of the contour $C_{R_{1}}$ in (5.4) is taken such that $1<R_{1}<1 / \bar{p}_{i}$. In the following discussion, we evaluate the asymptotics of the kernel (5.1) by applying the saddle point method to the functions $\Psi_{i}(x, t)(i=1,2)$.

First we consider the asymptotics of $\Psi_{1}\left(x_{1}, t_{1}\right)$. Substituting (3.14) with (5.4), we set

$$
\begin{equation*}
\Psi_{1}\left(x_{1}, t_{1}\right)=\frac{1}{2 \pi i} \int_{C_{R_{1}}} \frac{d z}{z} e^{-M f(z)} \frac{1}{(1+z)^{1+M^{\frac{1}{2}} D_{1} \tau_{1}}} \prod_{i=1}^{n} \frac{1-p z}{1-\bar{p}_{i} z} \frac{1}{z^{x_{1}-t_{1}+M-1}}, \tag{5.6}
\end{equation*}
$$

where

$$
\begin{equation*}
f(z)=p \log (1+z)+\log (1-p z) . \tag{5.7}
\end{equation*}
$$

From the equation $f^{\prime}\left(z_{c}\right)=0$, we find the critical point $z_{c}$ is given by

$$
\begin{equation*}
z_{c}=0 . \tag{5.8}
\end{equation*}
$$

Scaling the variable $z$ around the critical point as

$$
\begin{equation*}
z=z_{c}+\frac{z^{\prime}}{D_{1} M^{\frac{1}{2}}}=\frac{z^{\prime}}{D_{1} M^{\frac{1}{2}}}, \tag{5.9}
\end{equation*}
$$

where $D_{1}=\sqrt{q} /(1-q)=\sqrt{p(1+p)}$, we evaluate the asymptotics of the term $e^{-M f(z)}$ in (5.6) by the saddle point method,

$$
\begin{equation*}
e^{-M f(z)} \sim e^{-M\left(f(0)+\frac{f^{\prime \prime}(0)}{2 D_{1}^{2} z^{\prime 2}}\right)}=e^{\frac{z^{\prime 2}}{2}}, \tag{5.10}
\end{equation*}
$$

as $M \rightarrow \infty$. Next we consider the asymptotics of other terms in (5.6). From (5.9), one obtains

$$
\begin{equation*}
\frac{1}{(1+z)^{M^{\frac{1}{2}} D_{1} \tau_{1}+1}} \sim e^{-\tau_{1} z^{\prime}}, \prod_{i=1}^{n} \frac{1-p z}{1-\bar{p}_{i} z} \sim 1 . \tag{5.11}
\end{equation*}
$$

Transforming $x_{i}$ into $x_{i}^{\prime}(i=1,2)$,

$$
\begin{equation*}
x_{i}=t_{i}-M+1-x_{i}^{\prime}, \tag{5.12}
\end{equation*}
$$

and considering (5.9), one gets

$$
\begin{equation*}
\frac{1}{z^{x_{1}-t_{1}+M-1}} \sim \frac{z^{x_{1}^{\prime}}}{D_{1}^{x_{1}^{\prime}} M^{\frac{x_{1}^{\prime}}{2}}} . \tag{5.13}
\end{equation*}
$$

Note that by the transformation (5.12), the function $g\left(t_{i}, x\right)$ (3.4) in the Fredholm determinant (3.3) is changed to $g\left(\tau_{i}, x^{\prime}\right)=-\chi_{\left(-\infty, \ell_{i}\right)}\left(x^{\prime}\right)$. From (5.9)-(5.13), we obtain the asymptotic form of $\Psi_{1}\left(x_{1}, t_{1}\right)$,

$$
\begin{equation*}
\Psi_{1}\left(x_{1}, t_{1}\right) \sim \frac{D_{1}^{-x_{1}^{\prime}} M^{\frac{-x_{1}^{\prime}}{2}}}{2 \pi i} \int_{-i \infty+\epsilon}^{i \infty+\epsilon} d z^{\prime} e^{\frac{z^{\prime 2}}{2}-\tau_{1} z^{\prime}} z^{\prime x_{1}^{\prime}-1} \tag{5.14}
\end{equation*}
$$

where $\epsilon>0$.
Next we consider the asymptotics of $\Psi_{2}\left(x_{2}, t_{2}\right)$ (5.5). Similar to $\Psi_{1}\left(x_{1}, t_{1}\right)$, we set

$$
\begin{equation*}
\Psi_{2}\left(x_{2}, t_{2}\right)=\frac{1}{2 \pi i} \int_{C_{1}} \frac{d w}{w} e^{M f(w)}(1+z)^{1+M^{\frac{1}{2}} D_{1} \tau_{2}} \prod_{i=1}^{n} \frac{1-\bar{p}_{i} w}{1-p w} w^{x_{2}-t+M-1} \tag{5.15}
\end{equation*}
$$

Here $f(w)$ is defined in (5.7) and $C_{1}$ denotes the contour enclosing the origin anticlockwise with radius 1. Applying the saddle point method to this equation in the same way as $\Psi_{1}\left(x_{1}, t_{1}\right)$, we get

$$
\begin{equation*}
\Psi_{2}\left(x_{2}, t_{2}\right) \sim \frac{D_{1}^{x_{2}^{\prime}} M^{\frac{x_{2}^{\prime}}{2}}}{2 \pi i} \int_{C_{1}} \frac{d w^{\prime}}{w^{\prime x_{2}^{\prime}+1}} e^{-\frac{w^{\prime 2}}{2}+\tau_{2} w^{\prime}} \tag{5.16}
\end{equation*}
$$

Thus from (5.3), (5.14), and (5.16), we find

$$
\begin{align*}
& \lim _{M \rightarrow \infty} K\left(t_{1}, x_{1} ; t_{2}, x_{2}\right) \\
& = \begin{cases}\left(D_{1} \sqrt{M}\right)^{x_{2}^{\prime}-x_{1}^{\prime}} \sum_{m=0}^{\infty} \psi_{1}\left(x_{1}^{\prime}-m, \tau_{1}\right) \psi_{2}\left(x_{2}^{\prime}-m, \tau_{2}\right), & \tau_{1} \geq \tau_{2}, \\
-\left(D_{1} \sqrt{M}\right)^{x_{2}^{\prime}-x_{1}^{\prime}} \sum_{m=0}^{\infty} \psi_{1}\left(x_{1}^{\prime}+m+1, \tau_{1}\right) \psi_{2}\left(x_{2}^{\prime}+m+1, \tau_{2}\right), & \tau_{1}<\tau_{2},\end{cases} \tag{5.17}
\end{align*}
$$

where

$$
\begin{align*}
& \psi_{1}\left(x_{1}^{\prime}, \tau_{1}\right)=\frac{1}{2 \pi i} \int_{-i \infty+\epsilon}^{i \infty+\epsilon} d z e^{\frac{z^{2}}{2}-\tau_{1} z} z^{x_{1}^{\prime}-1}  \tag{5.18}\\
& \psi_{2}\left(x_{2}^{\prime}, \tau_{2}\right)=\frac{1}{2 \pi i} \int_{C_{1}} \frac{d w}{w^{x_{2}^{\prime}+1}} e^{-\frac{w^{2}}{2}+\tau_{2} w} \tag{5.19}
\end{align*}
$$

Introducing the function $D_{n}(z)$ by

$$
\begin{equation*}
D_{x-1}(\tau)=\sqrt{2 \pi} e^{\frac{\tau^{2}}{4}} \psi_{1}(x, \tau) \tag{5.20}
\end{equation*}
$$

one finds that the function satisfies Weber's equation, ${ }^{(48)}$

$$
\begin{equation*}
\frac{d^{2} D_{n}(z)}{d z^{2}}+\left(n+\frac{1}{2}-\frac{1}{4} z^{2}\right) D_{n}(z)=0 . \tag{5.21}
\end{equation*}
$$

The initial condition was given in Ref. 30 as

$$
\begin{align*}
D_{n}(0) & =\frac{2^{\frac{n+1}{2}}}{\sqrt{2 \pi}} \sin \left(\frac{\pi}{2}(n+1)\right) \Gamma\left(\frac{n+1}{2}\right),  \tag{5.22}\\
D_{n}^{\prime}(0) & =-D_{n+1}(0), \tag{5.23}
\end{align*}
$$

where $\Gamma(x)$ represents the Gamma function. The function satisfying (5.21)-(5.23) is known as the parabolic cylinder function. ${ }^{(48)}$ In addition, one easily finds $\psi_{2}(x, \tau)$ can be represented as (3.18) from the integral representation of the Hermite polynomial $H_{n}(x),{ }^{(48)}$

$$
\begin{equation*}
H_{n}(x)=\frac{n!}{2 \pi i} \oint \frac{d z}{z^{n+1}} e^{2 x z-z^{2}} \tag{5.24}
\end{equation*}
$$

Hence, noticing the prefactor $\left(D_{1} \sqrt{M}\right)^{x_{2}^{\prime}-x_{1}^{\prime}}$ does not contribute to the determinant in 3.3 , we get the limiting kernel (3.16)-(3.18).

### 5.2. Regions 2 and 3 (Proof of Theorems 2-2 and 2-3')

In this section we consider the scaling limit of the regions 2 and 3 in Fig. 3. We fix the scaled time $u(3.8)$ such that $1 /(1-q)<u<u_{c}$ for the region 2 and $u=u_{c}$ for the region 3, where $u_{c}=\left(\bar{q}^{2}-2 q \bar{q}+q\right) /(\bar{q}-q)^{2}$. We scale the time $t_{j}$, the position $\ell_{j}$ of the tagged particle at $t_{j}$, and the stay rates of the defect particles $\bar{q}_{i}(i=1, \ldots, n)$ as (3.21), (3.22) and (3.36) respectively.

First we analyze the asymptotics of $\tilde{K}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)$ in (3.6) by the saddle point method. Using the variable $\mu(u)$ which will be fixed later, we set

$$
\begin{align*}
\tilde{K}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)= & \frac{1}{(2 \pi i)^{2}} \int_{C_{R_{1}}} \frac{d z_{1}}{z_{1}} \int_{C_{R_{2}}} \frac{d z_{2}}{z_{2}} \exp \left(M\left(f_{u_{2}}\left(z_{2}\right)-f_{u_{1}}\left(z_{1}\right)\right)\right) \frac{z_{1}}{z_{1}-z_{2}} \\
& \times \frac{z_{2}^{x_{2}-\mu\left(u_{2}\right) M}}{z_{1}^{x_{1}-\mu\left(u_{1}\right) M}}\left(\frac{1-p z_{1}}{1-p z_{2}}\right)^{n} \prod_{i=1}^{n} \frac{1-\bar{p}_{i} z_{2}}{1-\bar{p}_{i} z_{1}} \frac{1+1 / z_{2}}{1+1 / z_{1}} . \tag{5.25}
\end{align*}
$$

Here $u_{i}=t_{i} / M, p=q /(1-q)$, and $\bar{p}_{i}=\bar{q}_{i} /\left(1-\bar{q}_{i}\right)$. The function $f_{u}(z)$ is defined as

$$
\begin{equation*}
f_{u}(z)=(u-1) \log (1+z)+\log (1-p z)+(\mu(u)-u+1) \log (z) . \tag{5.26}
\end{equation*}
$$

We fix the value of $\mu(u)$ in such a way that two saddle points of $f_{u}(z)$ merge to one point. We have

$$
\begin{equation*}
\mu(u)=u-1-A_{2}(u)=\frac{p(u-2)+2 \sqrt{p(u-1)}}{1+p} \tag{5.27}
\end{equation*}
$$

and the double critical point $z_{c}(u)$ of $f_{u}(z)$ is obtained as

$$
\begin{equation*}
z_{c}(u)=\frac{\sqrt{u-1}-\sqrt{p}}{\sqrt{p^{2}(u-1)}+\sqrt{p}} . \tag{5.28}
\end{equation*}
$$

Note that

$$
\begin{equation*}
f_{u}^{\prime}\left(z_{c}(u)\right)=f_{u}^{\prime \prime}\left(z_{c}(u)\right)=0 \tag{5.29}
\end{equation*}
$$

is satisfied with $\mu(u)$ fixed as (5.27).
Thanks to the property that $z_{c}(u) \leq 1 / \bar{p}_{i}$ when $1 /(1-q)<u \leq u_{c}$ which is the condition of regions 2 and 3 , it is found that we can deform the contours $C_{R_{i}}(i=1,2)$ around the double saddle point (5.28). Thus we scale $z_{1}$ and $z_{2}$ as

$$
\begin{equation*}
z_{1}=z_{c}\left(u_{1}\right)\left(1-\frac{i w_{1}}{D(u) M^{\frac{1}{3}}}\right), \quad z_{2}=z_{c}\left(u_{2}\right)\left(1+\frac{i w_{2}}{D(u) M^{\frac{1}{3}}}\right), \tag{5.30}
\end{equation*}
$$

where $D(u)$ is defined in (3.24). Noting (5.29) and the relation

$$
\begin{equation*}
-\frac{f^{\prime \prime \prime}\left(z_{c}(u)\right) z_{c}^{3}(u)}{2}=D(u)^{3}, \tag{5.31}
\end{equation*}
$$

we have

$$
\begin{align*}
& \exp \left(M\left(f_{u_{2}}\left(z_{2}\right)-f_{u_{1}}\left(z_{1}\right)\right)\right) \sim \frac{\exp \left(M f_{u_{2}}\left(z_{c}\left(u_{2}\right)\right)+M \frac{f_{u_{2}}^{\prime \prime \prime}\left(z_{c}\left(u_{2}\right)\right)}{6}\left(z_{2}-z_{c}\left(u_{2}\right)\right)^{3}\right)}{\exp \left(M f_{u_{1}}\left(z_{c}\left(u_{1}\right)\right)+M \frac{f_{u_{1}}^{\prime \prime \prime}\left(z_{c}\left(u_{1}\right)\right)}{6}\left(z_{1}-z_{c}\left(u_{1}\right)\right)^{3}\right)} \\
& \quad \sim \exp \left(M\left(f_{u_{2}}\left(z_{c}\left(u_{2}\right)\right)-f_{u_{1}}\left(z_{c}\left(u_{1}\right)\right)\right)+\frac{i\left(w_{1}^{3}+w_{2}^{3}\right)}{3}\right) . \tag{5.32}
\end{align*}
$$

Hence we had the asymptotic form of the term $\exp \left(M\left(f_{u_{2}}\left(z_{2}\right)-f_{u_{1}}\left(z_{1}\right)\right)\right)$ in (5.25). Next we consider that of other terms in (5.25). Combining (5.30) with the relation

$$
\begin{equation*}
C(u) \frac{z_{c}^{\prime}(u)}{z_{c}(u)}=\frac{1}{D(u) M^{\frac{1}{3}}}, \tag{5.33}
\end{equation*}
$$

we find

$$
\begin{equation*}
z_{1} \sim z_{c}(u)\left(1+\frac{\tau_{1}-i w_{1}}{D(u) M^{\frac{1}{3}}}\right), \quad z_{2} \sim z_{c}(u)\left(1+\frac{\tau_{2}+i w_{2}}{D(u) M^{\frac{1}{3}}}\right) . \tag{5.34}
\end{equation*}
$$

Furthermore, associated with (3.22), we scale $x_{i}(i=1,2)$ as

$$
\begin{equation*}
x_{i}=(u-1) M-A_{2}\left(u_{i}\right) M+D(u) M^{\frac{1}{3}} \xi_{i} . \tag{5.35}
\end{equation*}
$$

Here $A_{2}(u)$ is defined in (3.12). Using (5.34), (5.35) and (3.36), we get

$$
\begin{align*}
& \frac{z_{1}}{z_{1}-z_{2}} \sim \frac{D(u) M^{\frac{1}{3}}}{\tau_{1}-\tau_{2}-i\left(w_{1}+w_{2}\right)},  \tag{5.36}\\
& \left(\frac{1-p z_{1}}{1-p z_{2}}\right)^{n} \frac{1+1 / z_{2}}{1+1 / z_{1}} \sim 1,  \tag{5.37}\\
& \prod_{i=1}^{n} \frac{1-\bar{p}_{i} z_{2}}{1-\bar{p}_{i} z_{1}} \sim \begin{cases}1, & \text { region } 2\left(u \leq u_{c}=\frac{\bar{q}^{2}-2 q \bar{q}+q}{(\bar{q}-q)^{2}}\right), \\
\prod_{i=1}^{n} \frac{\eta_{i}-\tau_{2}-i w_{2}}{\eta_{i}-\tau_{1}+i w_{1}}, & \text { region } 3\left(u=u_{c}\right),\end{cases}
\end{align*}
$$

$$
\begin{equation*}
\frac{z_{2}^{x_{2}-\mu\left(u_{2}\right) M}}{z_{1}^{x_{1}-\mu\left(u_{1}\right) M}} \sim z_{c}(u)^{D(u) M^{\frac{1}{3}}\left(\xi_{2}-\xi_{1}\right)} \exp \left(\xi_{2} \tau_{2}-\xi_{1} \tau_{1}+i w_{1} \xi_{1}+i w_{2} \xi_{2}\right) \tag{5.38}
\end{equation*}
$$

Note that in (5.38), the asymptotic form is different between regions 2 and 3. This leads to the difference of the limiting distribution between Theorems 2-2 and 2-3'. Thus we obtain the asymptotic form of $\tilde{K}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)$,

$$
\tilde{K}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)
$$

$$
\begin{cases}\sim \frac{v}{D(u) M^{\frac{1}{3}}} \int_{0}^{\infty} d \lambda e^{-\lambda\left(\tau_{1}-\tau_{2}\right)} \operatorname{Ai}\left(\xi_{1}+\lambda\right) \operatorname{Ai}\left(\xi_{2}+\lambda\right), & \text { region } 2,  \tag{5.40}\\ \sim \frac{v}{D(u) M^{\frac{1}{3}}} \int_{0}^{\infty} d \lambda e^{-\lambda\left(\tau_{1}-\tau_{2}\right)} \operatorname{Ai}\left(\xi_{1}+\lambda\right) \operatorname{Ai}\left(\xi_{2}+\lambda\right) & \\ +\frac{v}{D(u) M^{\frac{1}{3}}} \sum_{j=1}^{n} \frac{1}{2 \pi} \int_{-\infty}^{\infty} d w_{1} \exp \left(i \xi_{1} w_{1}+\frac{i w_{1}^{3}}{3}\right) \prod_{k=1}^{j} \frac{1}{\eta_{k}-\tau_{1}+i w_{1}} & \\ \times \frac{1}{2 \pi} \int_{-\infty}^{\infty} d w_{2} \exp \left(i \xi_{2} w_{2}+\frac{i w_{2}^{3}}{3}\right) \prod_{k=1}^{j-1}\left(\eta_{k}-\tau_{2}+i w_{2}\right), & \text { region } 3 .\end{cases}
$$

Here

$$
\begin{equation*}
v=\exp \left(M\left(f_{u_{2}}\left(z_{c}\left(u_{2}\right)\right)-f_{u_{1}}\left(z_{c}\left(u_{1}\right)\right)\right)+\xi_{2} \tau_{2}-\xi_{1} \tau_{1}\right) z_{c}(u)^{D(u) M^{\frac{1}{3}}\left(\xi_{2}-\xi_{1}\right)} . \tag{5.41}
\end{equation*}
$$

In (5.40), we used the integral representation of the Airy function

$$
\begin{equation*}
\operatorname{Ai}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \lambda e^{i x \lambda+\frac{i}{3} \lambda^{3}}, \tag{5.42}
\end{equation*}
$$

and the relation

$$
\begin{align*}
& \frac{1}{\tau_{1}-\tau_{2}-i\left(w_{1}+w_{2}\right)}\left(\prod_{j=1}^{N} \frac{\eta_{j}-\tau_{2}-i w_{2}}{\eta_{j}-\tau_{1}+i w_{1}}-1\right) \\
& =\frac{1}{\eta_{1}-\tau_{1}+i w_{1}}+\frac{\eta_{1}-\tau_{2}-i w_{2}}{\left(\eta_{1}-\tau_{1}+i w_{1}\right)\left(\eta_{2}-\tau_{1}+i w_{1}\right)}+\cdots \\
& \quad+\frac{\left(\eta_{1}-\tau_{2}-i w_{2}\right)\left(\eta_{2}-\tau_{2}-i w_{2}\right) \cdots\left(\eta_{N-1}-\tau_{2}-i w_{2}\right)}{\left(\eta_{1}-\tau_{1}+i w_{1}\right)\left(\eta_{2}-\tau_{1}+i w_{1}\right) \cdots\left(\eta_{N}-\tau_{1}+i w_{1}\right)} . \tag{5.43}
\end{align*}
$$

Next we consider the asymptotics of $\phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)$ (3.7). Using $f_{u}(z)$ (5.26) and $\mu(u)$ (5.27), the function is rewritten as for $t_{1}<t_{2}$,

$$
\begin{equation*}
\phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)=\frac{1}{2 \pi i} \int_{C_{1}} \frac{d z}{z} e^{M\left(f_{u_{2}}(z)-f_{u_{1}}(z)\right)} z^{x_{2}-\mu\left(u_{2}\right) M-x_{1}+\mu\left(u_{1}\right) M} . \tag{5.44}
\end{equation*}
$$

Let the variable $z$ scale as

$$
\begin{equation*}
z=z_{c}(u)\left(1+\frac{i \sigma}{D(u) M^{\frac{1}{3}}}\right), \tag{5.45}
\end{equation*}
$$

where $z_{c}(u)$ defined in (5.28) is the double saddle point of (5.26). Due to (5.33), we have for $i=1$, 2

$$
\begin{equation*}
z \sim z_{c}\left(u_{i}\right)\left(1+\frac{i \sigma-\tau_{i}}{D(u) M^{\frac{1}{3}}}\right) . \tag{5.46}
\end{equation*}
$$

From the above two equations, (5.31) and (5.35), we get

$$
\begin{align*}
& e^{M\left(f_{u_{2}}(z)-f_{u_{1}}(z)\right)} \sim e^{M\left(f_{u_{2}}\left(z_{c}\left(u_{2}\right)\right)-f_{u_{1}}\left(z_{c}\left(u_{1}\right)\right)\right)} e^{\frac{i}{3}\left(\sigma+i \tau_{2}\right)^{3}-\frac{i}{3}\left(\sigma+i \tau_{1}\right)^{3}} \\
& \quad=e^{M\left(f_{u_{2}}\left(z_{c}\left(u_{2}\right)\right)-f_{u_{1}}\left(z_{c}\left(u_{1}\right)\right)\right)} e^{-\left(\tau_{2}-\tau_{1}\right) \sigma^{2}-i\left(\tau_{2}^{2}-\tau_{1}^{2}\right) \sigma+\frac{\tau_{2}^{3}-\tau_{1}^{3}}{3}},  \tag{5.47}\\
& z^{x_{2}-\mu\left(u_{2}\right) M-x_{1}+\mu\left(u_{1}\right) M} \sim z_{c}(u)^{D(u) M^{\frac{1}{3}}\left(\xi_{2}-\xi_{1}\right)} e^{i \sigma\left(\xi_{2}-\xi_{1}\right)} . \tag{5.48}
\end{align*}
$$

Thus we obtain for $t_{1}<t_{2}$,

$$
\begin{aligned}
& \phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right) \\
& \sim \frac{v}{D(u) M^{\frac{1}{3}}} e^{\xi_{1} \tau_{1}-\xi_{2} \tau_{2}+\frac{\tau_{2}^{3}-\tau_{1}^{3}}{3}} \int_{-\infty}^{\infty} d \sigma e^{-\left(\tau_{2}-\tau_{1}\right) \sigma^{2}-i\left(\tau_{2}^{2}-\tau_{1}^{2}\right) \sigma+i\left(\xi_{2}-\xi_{1}\right) \sigma}
\end{aligned}
$$

$$
\begin{equation*}
=\frac{v}{D(u) M^{\frac{1}{3}}} \frac{1}{\sqrt{4 \pi\left(\tau_{2}-\tau_{1}\right)}} \exp \left(\frac{-\left(\xi_{2}-\xi_{1}\right)^{2}}{4\left(\tau_{2}-\tau_{1}\right)}-\frac{\left(\xi_{2}+\xi_{1}\right)\left(\tau_{2}-\tau_{1}\right)}{2}+\frac{\left(\tau_{2}-\tau_{1}\right)^{3}}{12}\right) \tag{5.49}
\end{equation*}
$$

where $v$ is given in (5.41). From (5.42) we finally find

$$
\begin{equation*}
\phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right) \sim \frac{v}{D(u) M^{\frac{1}{3}}} \int_{-\infty}^{\infty} d \lambda e^{-\lambda\left(\tau_{1}-\tau_{2}\right)} \operatorname{Ai}\left(\xi_{1}+\lambda\right) \operatorname{Ai}\left(\xi_{2}+\lambda\right) \tag{5.50}
\end{equation*}
$$

Hence from (5.43) and (5.50) and noting that the term $v$ (5.41) does not affect the determinant, we finally obtain the desired kernels for the regions 2 and 3.

### 5.3. Region 4 (Proof of Theorem 2-4')

In this section, we discuss the asymptotics of the region 4 in Fig. 3. In this region we take time $t_{j}$ in such a way that they are macroscopically separated and the scaled time $u_{j}=t_{j} / M$ is taken as $u_{j}>u_{c}$. The position $\ell_{j}$ of the tagged particle at $t_{j}$ and the stay rates $\bar{q}_{i}(i=1, \ldots, n)$ of the defect particles are also scaled as (3.42) and (3.48) respectively.

Deforming the contour $C_{R_{1}}$ in the kernel $\tilde{K}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)$ (3.6), we divide it into two parts,

$$
\begin{equation*}
\tilde{K}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)=\tilde{K}_{1}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)-\tilde{K}_{2}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right) . \tag{5.51}
\end{equation*}
$$

Here for $i=1,2$

$$
\begin{align*}
& \tilde{K}_{i}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)=-\frac{1}{(2 \pi i)^{2}} \int_{\Gamma_{\bar{p}}^{(i)}} \frac{d z_{1}}{z_{1}} \int_{C_{R_{2}}} \frac{d z_{2}}{z_{2}} \frac{z_{1}}{z_{1}-z_{2}} \frac{\left(1+1 / z_{2}\right)^{t_{2}-M+1}}{\left(1+1 / z_{1}\right)^{t_{1}-M+1}} \\
& \times\left(\frac{1-p z_{2}}{1-p z_{1}}\right)^{M-n} \prod_{i=1}^{n} \frac{1-\bar{p}_{i} z_{2}}{1-\bar{p}_{i} z_{1}} \frac{z_{2}^{x_{2}}}{z_{1}^{x_{1}}} \tag{5.52}
\end{align*}
$$

where $p=q /(1-q)$ and $\bar{p}_{i}=\bar{q}_{i} /\left(1-\bar{q}_{i}\right)$. In the equation above, the contour $\Gamma_{\bar{p}}^{(1)}$ encloses $z=1 / \bar{p}_{i}$ anticlockwise while the contour $\Gamma_{\bar{p}}^{(2)}$ is chosen in such a way that it encloses $z=-1,0,1 / \bar{p}_{i}$ anticlockwise.

First, we discuss the asymptotic form of $\tilde{K}_{1}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)$. This is rewritten as

$$
\begin{align*}
\tilde{K}_{1}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)= & -\frac{1}{(2 \pi i)^{2}} \int_{\Gamma_{\bar{p}}^{(1)}} \frac{d z_{1}}{z_{1}} \int_{C_{R_{2}}} \frac{d z_{2}}{z_{2}} e^{M\left(g_{u_{2}}\left(z_{2}\right)-g_{u_{1}}\left(z_{1}\right)\right)} \frac{z_{1}}{z_{1}-z_{2}} \\
& \times\left(\frac{1-p z_{1}}{1-p z_{2}}\right)^{n} \prod_{i=1}^{n} \frac{1-\bar{p}_{i} z_{2}}{1-\bar{p}_{i} z_{1}} \frac{1+1 / z_{2}}{1+1 / z_{1}} \frac{z_{2}^{x_{2}-M \Lambda\left(u_{2}\right)}}{z_{1}^{x_{1}-M \Lambda\left(u_{1}\right)}}, \tag{5.53}
\end{align*}
$$

where $\Lambda(u)$ is a variable which will be fixed later and

$$
\begin{equation*}
g_{u}(z)=(u-1) \log (1+z)+\log (1-p z)+(\Lambda(u)-u+1) \log z . \tag{5.54}
\end{equation*}
$$

We choose the value of $\Lambda(u)$ in such a way that the saddle point of $g_{u}(z)$ is $1 / \bar{p}$ where $\bar{p}=\bar{q} /(1-\bar{q})$. From the condition,

$$
\begin{equation*}
g_{u}^{\prime}\left(\frac{1}{\bar{p}}\right)=0 \tag{5.55}
\end{equation*}
$$

we have

$$
\begin{equation*}
\Lambda(u)=(u-1)-A_{G}(u)=\frac{\bar{p}(u-1)}{1+\bar{p}}+\frac{p}{\bar{p}-p} . \tag{5.56}
\end{equation*}
$$

Scaling $z_{i}(i=1,2)$ around the saddle point (5.55) as

$$
\begin{equation*}
z_{i}=\frac{1}{\bar{p}}\left(1-\frac{2 w_{i}}{D_{G}\left(u_{i}\right) M^{\frac{1}{2}}}\right), \tag{5.57}
\end{equation*}
$$

and noting $\bar{p}^{2} D_{G}^{2}(u)=2 g_{u}^{\prime \prime}(1 / \bar{p})$, we can obtain the asymptotic form of $e^{M\left(g_{u_{2}}\left(z_{2}\right)-g_{u_{1}}\left(z_{1}\right)\right)}$ in (5.53) by the saddle point method,

$$
\begin{equation*}
e^{M\left(g_{u_{2}}\left(z_{2}\right)-g_{u_{1}}\left(z_{1}\right)\right)} \sim e^{M\left(g_{u_{2}}\left(\frac{1}{\bar{p}}\right)-g_{u_{1}}\left(\frac{1}{\bar{p}}\right)\right)} e^{z_{2}^{2}-z_{1}^{2}} . \tag{5.58}
\end{equation*}
$$

Associated with (3.42), we set

$$
\begin{equation*}
x_{i}=\left(u_{i}-1\right) M-A_{G}\left(u_{i}\right) M+D_{G}\left(u_{i}\right) M^{\frac{1}{2}} \xi_{i}, \tag{5.59}
\end{equation*}
$$

for $i=1,2$. From this equation, (5.57) and (3.48), we find

$$
\begin{gather*}
\prod_{i=1}^{n} \frac{1-\bar{p}_{i} w}{1-\bar{p}_{i} z} \sim \prod_{i=1}^{n} \frac{e^{-\tau_{2}} w_{2}+\epsilon_{i}}{e^{-\tau_{1}} w_{1}+\epsilon_{i}}, \quad \frac{z_{1}}{z_{1}-z_{2}} \sim \frac{M^{\frac{1}{2}}}{-2\left(e^{-\tau_{1}} w_{1}-e^{-\tau_{2}} w_{2}\right)}, \\
\left(\frac{1-p z_{1}}{1-p z_{2}}\right)^{n} \frac{1+1 / z_{2}}{1+1 / z_{1}} \sim 1, \quad \frac{z_{2}^{x_{2}-M \Lambda\left(u_{2}\right)}}{z_{1}^{x_{1}-M \Lambda\left(u_{1}\right)}} \sim\left(\frac{1}{\bar{p}}\right)^{\left(e^{\left.\tau_{2} \xi_{2}-e^{\tau_{1}} \xi_{1}\right) M^{\frac{1}{2}}}\right.} e^{-2 w_{2} \xi_{2}+2 w_{1} \xi_{1}}, \tag{5.60}
\end{gather*}
$$

where we used the parameter $\tau_{i}$ defined in (3.44).
Thus we eventually get

$$
\begin{align*}
& \tilde{K}_{1}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right) \\
& \sim \frac{(1+\bar{p})^{t_{2}-t_{1}} \bar{p}^{x_{1}-x_{2}}}{e^{\tau_{2}} M^{\frac{1}{2}}} \frac{2}{(2 \pi i)^{2}} \int_{\Gamma} d w_{1} \int_{\gamma} d w_{2} \frac{e^{w_{2}^{2}-w_{1}^{2}-2 w_{2} \xi_{2}+2 w_{1} \xi_{1}}}{e^{\tau_{1}-\tau_{2}} w_{2}-w_{1}} \prod_{i=1}^{n} \frac{e^{-\tau_{2}} w_{2}+\epsilon_{i}}{e^{-\tau_{1}} w_{1}+\epsilon_{i}} . \tag{5.61}
\end{align*}
$$

Here the contour $\Gamma$ encloses $-e^{\tau_{1}} \epsilon_{i}(i=1, \ldots, n)$ anticlockwise and $\gamma$ is an arbitrary path running from $-i \infty$ to $i \infty$.

Next we consider the asymptotics of $\phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)$ (3.7). By use of $g_{u}(z)$ (5.54) and $\Lambda(u)$ (5.56), we set for $t_{1}<t_{2}$,

$$
\begin{equation*}
\phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)=\frac{1}{2 \pi i} \int_{C_{1}} \frac{d z}{z} e^{M\left(g_{u_{2}}(z)-g_{u_{1}}(z)\right)} z^{x_{2}-x_{1}-\Lambda\left(u_{2}\right)+\Lambda\left(u_{1}\right)} . \tag{5.62}
\end{equation*}
$$

Scaling $z$ as

$$
\begin{equation*}
z=\frac{1}{\bar{p}}\left(1+i \frac{2 w}{\sqrt{\left(D_{G}^{2}\left(u_{2}\right)-D_{G}^{2}\left(u_{1}\right)\right) M}}\right) \tag{5.63}
\end{equation*}
$$

From this equation and (5.59), we get

$$
\begin{align*}
& e^{M\left(g_{u_{2}}(z)-g_{u_{1}}(z)\right)} \sim e^{M\left(g_{u_{2}}\left(\frac{1}{\bar{p}}\right)-g_{u_{1}}\left(\frac{1}{\bar{p}}\right)\right)} e^{-w^{2}},  \tag{5.64}\\
& z^{x_{2}-x_{1}-M\left(\Lambda\left(u_{2}\right)-\Lambda\left(u_{1}\right)\right)} \sim\left(\frac{1}{\bar{p}}\right)^{\left(e^{\left.\tau_{2} \xi_{2}-e^{\tau_{1}} \xi_{1}\right) M^{\frac{1}{2}}}\right.} \exp \left(2 i w \frac{\xi_{2}-e^{\tau_{1}-\tau_{2}} \xi_{1}}{\sqrt{1-e^{2\left(\tau_{1}-\tau_{2}\right)}}}\right), \tag{5.65}
\end{align*}
$$

Thus we obtain for $t_{1}<t_{2}$,

$$
\begin{align*}
\phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right) & \sim \frac{(1+\bar{p})^{t_{2}-t_{1}} \bar{p}^{x_{1}-x_{2}}}{\pi \sqrt{\left(e^{2 \tau_{2}}-e^{2 \tau_{1}}\right) M}} \int_{-\infty}^{\infty} d w e^{-w^{2}+2 i w} \frac{\xi_{2}-e^{\tau_{1}-\tau_{2}} \frac{\xi_{1}}{1-e^{2\left(\tau_{1}-\tau_{2}\right)}}}{} \\
& =\frac{(1+\bar{p})^{t_{2}-t_{1}} \bar{p}^{x_{1}-x_{2}}}{e^{\tau_{2}} M^{\frac{1}{2}}} \frac{e^{-\frac{\left(\xi_{2}-e_{1}-\tau_{2}\right.}{\left.1-e^{2} \tau_{1}-\xi_{1} \tau_{2}\right)}}}{\sqrt{\pi\left(1-e^{2\left(\tau_{1}-\tau_{2}\right)}\right)}} \tag{5.66}
\end{align*}
$$

At last, we discuss that $\tilde{K}_{2}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)$ in (5.52) does not contribute the asymptotic form of the kernel (3.5). The derivation can be done in the similar fashion to the one in Theorem 3.1. in Ref. 54. Here we give only its outline.

First we consider the case of equal time, $t_{1}=t_{2}=t=u M$. Scaling $z_{i}(i=$ $1,2)$ as $(5.30)$, we have

$$
\begin{align*}
& \tilde{K}_{2}\left(t, x_{1} ; t, x_{2}\right) \sim \frac{-z_{c}(u)^{D_{G}(u) M^{\frac{1}{2}}\left(\xi_{2}-\xi_{1}\right)}}{D(u) M^{\frac{1}{3}}} \\
& \quad \times \int_{0}^{\infty} d \lambda \operatorname{Ai}\left(\frac{\Delta A(u)}{D(u)} M^{\frac{2}{3}}+\frac{D_{G}(u)}{D(u)} M^{\frac{1}{6}} \xi_{1}+\lambda\right) \\
& \quad \times \operatorname{Ai}\left(\frac{\Delta A(u)}{D(u)} M^{\frac{2}{3}}+\frac{D_{G}(u)}{D(u)} M^{\frac{1}{6}} \xi_{2}+\lambda\right) \tag{5.67}
\end{align*}
$$

where $\Delta A(u)=A_{2}(u)-A_{G}(u)$. Noticing that $\Delta A(u)>0$ for the region $4\left(u_{c}<\right.$ $u)$ and the asymptotic form of the Airy function

$$
\begin{equation*}
\operatorname{Ai}(x) \sim \frac{1}{2 \sqrt{\pi}} x^{-\frac{1}{4}} \exp \left(-\frac{2}{3} x^{\frac{3}{2}}\right), \tag{5.68}
\end{equation*}
$$

as $x \rightarrow \infty$, we find

$$
\begin{equation*}
\tilde{K}_{2}\left(t, x_{1} ; t, x_{2}\right) \sim e^{-\mathcal{O}(M)} . \tag{5.69}
\end{equation*}
$$

This indicates that under the scaling (3.42), the kernel $\tilde{K}_{2}\left(t, x_{1} ; t, x_{2}\right)$ vanishes as $M$ goes to infinity.

Next we consider the case for arbitrary $t_{i}(i=1,2)$. We scale $z_{1}$ around the double saddle point $z_{c}\left(u_{1}\right)$ of $f_{u_{1}}(z)$ and $z_{2}$ around the saddle point $1 / \bar{p}$ of $g_{u_{2}}\left(z_{1}\right)$ as

$$
\begin{equation*}
z_{1}=z_{c}\left(u_{1}\right)\left(1-\frac{i w_{1}}{D\left(u_{1}\right) M^{\frac{1}{3}}}\right), \quad z_{2}=\frac{1}{\bar{p}}\left(1-\frac{2 w_{2}}{D_{G}\left(u_{2}\right) M^{\frac{1}{2}}}\right) . \tag{5.70}
\end{equation*}
$$

Under these scalings, we find

$$
\begin{equation*}
\tilde{K}_{2}\left(t, x_{1} ; t, x_{2}\right) \sim-\frac{(1+\bar{p})^{t_{2}-t_{1}} \bar{p}^{x_{1}-x_{2}} e^{-\xi_{2}^{2}} D_{G}\left(u_{1}\right)}{\sqrt{\pi} D_{G}\left(u_{2}\right)} \times \Theta\left(u_{1}, \xi_{1}\right), \tag{5.71}
\end{equation*}
$$

where

$$
\begin{align*}
& \Theta\left(u_{1}, \xi_{1}\right) \\
& \quad=\frac{1}{z_{c}\left(u_{1}\right)-1 / \bar{p}}\left(\frac{1-p / \bar{p}}{1-p z_{c}\left(u_{1}\right)}\right)^{M-n} \prod_{i=1}^{n} \frac{1-\bar{p}_{i} / \bar{p}}{1-\bar{p}_{i} z_{c}\left(u_{1}\right)} \frac{z_{c}\left(u_{1}\right)^{-x_{1}} \bar{p}^{-x_{1}}}{D\left(u_{1}\right) D_{G}\left(u_{1}\right) M^{\frac{5}{6}} \bar{p}} \\
& \quad \times \frac{(1+\bar{p})^{\left(u_{1}-1\right) M+1}}{\left(1+\frac{1}{z_{c}\left(u_{1}\right)}\right)^{\left(u_{1}-1\right) M+1}} \operatorname{Ai}\left(\frac{\Delta A\left(u_{1}\right)}{D\left(u_{1}\right)} M^{\frac{2}{3}}+\frac{D_{G}\left(u_{1}\right)}{D\left(u_{1}\right)} M^{\frac{1}{6}} \xi_{1}\right) . \tag{5.72}
\end{align*}
$$

Considering the case $t_{1}=t_{2}$ in (5.71) and the former result (5.69), one easily finds

$$
\begin{equation*}
\Theta(u, \xi) \sim e^{-\mathcal{O}(M)} . \tag{5.73}
\end{equation*}
$$

Hence we finally get

$$
\begin{equation*}
\tilde{K}_{2}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right) \sim(1+\bar{p})^{t_{2}-t_{1}} \bar{p}^{x_{1}-x_{2}}\left(e^{-\mathcal{O}(M)}\right) . \tag{5.74}
\end{equation*}
$$

From (5.61), (5.66) and (5.74) and noting the factor $(1+\bar{p})^{t_{2}-t_{1}} \bar{p}^{x_{1}-x_{2}}$ does not affect the determinant, we obtain the desired expression for the limiting kernel.

### 5.4. Fixed $M$ Case (Proof of Theorem 3)

In this section we discuss the scaling limit explained in Sec. 3.3 where time $t$ goes to infinity with $M$ fixed. In this limit, we scale the time $t_{j}$, the particle position $\ell_{j}$, and the stay rates $q_{i}(i=1, \ldots, M)$ as (3.54), (3.55), and (3.56) respectively.

First we consider the scaling form of $\tilde{K}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)$ (3.6). Changing the variables $z_{i}(i=1,2)$ to $z_{i}^{\prime}=1 / z_{i}$, we have

$$
\tilde{K}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right)
$$

$$
\begin{equation*}
=\frac{1}{(2 \pi i)^{2}} \int_{\Gamma_{p}} \frac{d z_{1}^{\prime}}{z_{1}^{\prime}} \int_{C_{R_{1}}} \frac{d z_{2}^{\prime}}{z_{2}^{\prime}} \frac{z_{2}^{\prime}}{z_{2}^{\prime}-z_{1}^{\prime}} \frac{\left(1+z_{2}^{\prime}\right)^{t_{2}-M+1}}{\left(1+z_{1}^{\prime}\right)^{t_{1}-M+1}} \prod_{i=1}^{M} \frac{z_{2}^{\prime}-p_{i}}{z_{1}^{\prime}-p_{i}} \frac{z_{1}^{\prime} x_{2}^{\prime+M}}{z_{2}^{\prime}+M}, \tag{5.75}
\end{equation*}
$$

where the contour $\Gamma_{p}$ encloses $p_{i}=q_{i} /\left(1-q_{i}\right)$ anticlockwise, and $C_{R_{1}}$ encloses the origin $z^{\prime}$ and $p_{i}=q_{i} /\left(1-q_{i}\right)$. Introducing $y\left(\tau_{i}\right)(i=1,2)$, which will be chosen later, we set

$$
\begin{align*}
\tilde{K} & \left(t_{1}, x_{1} ; t_{2}, x_{2}\right) \\
& =\frac{1}{(2 \pi i)^{2}} \int_{\Gamma_{p}} \frac{d z_{1}^{\prime}}{z_{1}^{\prime}} \int_{C_{R_{1}}} \frac{d z_{2}^{\prime}}{z_{2}^{\prime}} \frac{z_{2}^{\prime}}{z_{2}^{\prime}-z_{1}^{\prime}} e^{T\left(h_{\tau_{2}}\left(z_{2}^{\prime}\right)-h_{\tau_{1}}\left(z_{1}^{\prime}\right)\right)} \\
& \times \prod_{i=1}^{M} \frac{z_{2}^{\prime}-p_{i}}{z_{1}^{\prime}-p_{i}} \frac{z_{1}^{\prime} x_{1}^{\prime-y\left(\tau_{1}\right) T+M}}{z_{2}^{\prime} x_{2}-y\left(t_{2}\right) T+M}\left(\frac{1+z_{1}^{\prime}}{1+z_{2}^{\prime}}\right)^{M-1}, \tag{5.76}
\end{align*}
$$

where the parameter $\tau$ is defined in (3.54) and

$$
\begin{equation*}
h_{\tau}(z)=e^{2 \tau} \ln (1+z)-y(\tau) \ln (z) . \tag{5.77}
\end{equation*}
$$

We choose $y(\tau)$ in a way that $h_{\tau}(z)$ has the saddle point at $z=p=q /(1-q)$ where $q$ is defined in (3.56). Thus from the condition, $h_{\tau}^{\prime}(p)=0$, we have

$$
\begin{equation*}
y(\tau)=\frac{p e^{2 \tau}}{1+p} . \tag{5.78}
\end{equation*}
$$

We scale the variable $z_{i}^{\prime}(i=1,2)$ around the saddle point $z_{c}=p$ as

$$
\begin{equation*}
z_{i}^{\prime}=p\left(1+\frac{\sqrt{2}(1+p)}{e^{\tau_{i}}(p T)^{\frac{1}{2}}} w_{i}\right) . \tag{5.79}
\end{equation*}
$$

Considering (3.55), we also scale $x_{i}(i=1,2)$ as

$$
\begin{equation*}
x_{i}=\frac{p e^{2 \tau_{i}}}{1+p} T+\xi_{i} \frac{e^{\tau_{i}} \sqrt{2 p T}}{1+p} . \tag{5.80}
\end{equation*}
$$

From these equations and (3.56), we find

$$
\begin{align*}
& e^{T\left(h_{\tau_{2}}\left(z_{2}^{\prime}\right)-h_{\tau_{1}}\left(z_{1}^{\prime}\right)\right)} \sim e^{T\left(h_{\tau_{2}}(p)-h_{\tau_{1}}(p)\right)} e^{w_{2}^{2}-w_{1}^{2}}, \frac{z_{2}^{\prime}}{z_{2}^{\prime}-z_{1}^{\prime}} \sim \frac{1}{e^{-\tau_{2}} w_{2}-e^{-\tau_{1}} w_{1}} \frac{(p T)^{\frac{1}{2}}}{\sqrt{2}(1+p)}, \\
& \frac{z_{1}^{\prime x_{1}-y\left(\tau_{1}\right) T}}{z_{2}^{\prime x_{2}-y\left(\tau_{2}\right) T}} \sim p^{\frac{\sqrt{2 p T} T}{1+p}\left(e^{\tau_{1}} \xi_{1}-e^{\tau} \xi_{2} \xi_{2}\right)} e^{2 w_{1} \xi_{1}-2 w_{2} \xi_{2}}, \quad \prod_{i=1}^{M} \frac{z_{2}^{\prime}-p_{i}}{z_{1}^{\prime}-p_{i}} \sim \prod_{j=1}^{M} \frac{e^{-\tau_{2}} w_{2}+\epsilon_{j}}{e^{-\tau_{1}} w_{1}+\epsilon_{j}}, \\
& \frac{z_{1}^{\prime M}}{z_{2}^{\prime M}}\left(\frac{1+z_{1}^{\prime}}{1+z_{2}^{\prime}}\right)^{M-1} \sim 1 . \tag{5.81}
\end{align*}
$$

From these equations, we eventually obtain

$$
\begin{align*}
& \tilde{K}\left(t_{1}, x_{1} ; t_{2}, x_{2}\right) \sim(1+p)^{t_{2}-t_{1}} p^{x_{1}-x_{2}} \frac{(1+p)}{e^{\tau_{2}} \sqrt{2 p T}} \frac{2}{(2 \pi i)^{2}} \int_{\Gamma} d w_{1} \\
& \quad \times \int_{\gamma} d w_{2} \frac{e^{w_{2}^{2}-2 w_{2} \xi_{2}-w_{1}^{2}+2 w_{1} \xi_{1}}}{e^{\tau_{1}-\tau_{2}} w_{2}-w_{1}} \prod_{j=1}^{M} \frac{e^{-\tau_{2}} w_{2}+\epsilon_{j}}{e^{-\tau_{1}} w_{1}+\epsilon_{j}} . \tag{5.82}
\end{align*}
$$

Here the contour $\Gamma$ encloses $-e^{\tau_{1}} \epsilon_{i},(i=1, \ldots, M)$ anticlockwise and $\gamma$ is arbitrary path from $-i \infty$ to $i \infty$.

Next we consider the scaling limit of $\phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)$ (3.7). Changing the variable $z$ to $z^{\prime}=1 / z$, we set

$$
\begin{equation*}
\phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)=\frac{1}{2 \pi i} \oint \frac{d z^{\prime}}{z^{\prime}} e^{T\left(h_{\tau_{2}}\left(z^{\prime}\right)-h_{\tau_{1}}\left(z^{\prime}\right)\right) z^{x_{1}-x_{2}-\left(y\left(\tau_{1}\right)-y\left(\tau_{2}\right)\right) T}, ~} \tag{5.83}
\end{equation*}
$$

where $h_{\tau}(z)$ and $y(\tau)$ are given in (5.77) and (5.78). We set

$$
\begin{equation*}
z^{\prime}=p\left(1+\sqrt{\frac{2}{\left(e^{2 \tau_{2}}-e^{2 \tau_{1}}\right) p T}}(1+p) w\right) \tag{5.84}
\end{equation*}
$$

From this equation and (5.80)

$$
\begin{align*}
& e^{T\left(h_{\tau_{2}}(z)-h_{\tau_{1}}(z)\right)} \sim e^{T\left(h_{\tau_{2}}(z)-h_{\tau_{1}}(z)\right)} e^{w^{2}} \\
& z^{x_{1}-x_{2}-\left(y_{\tau_{1}}-y_{\tau_{2}}\right) T} \sim p^{\left(\tau_{2} \xi_{2}-\tau_{1} \xi_{1}\right) \frac{\sqrt{2 p T}}{1+p}} \exp \left(\frac{2\left(\xi_{2}-\xi_{1}\right) w}{\sqrt{e^{2 \tau_{2}}-e^{2 \tau_{1}}}}\right) . \tag{5.85}
\end{align*}
$$

Combining these equations, we finally find

$$
\begin{align*}
& \phi_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right) \\
& \sim(1+p)^{t_{2}-t_{1}} p^{x_{1}-x_{2}} \frac{\sqrt{2}(1+p)}{\sqrt{\left(e^{2 \tau_{2}}-e^{2 \tau_{1}}\right) T p}} \frac{1}{2 \pi i} \int_{-\infty}^{\infty} d w \exp \left(w^{2}+\frac{2\left(\xi_{2}-\xi_{1}\right) w}{\sqrt{e^{2 \tau_{2}}-e^{2 \tau_{1}}}}\right), \\
& =(1+p)^{t_{2}-t_{1}} p^{x_{1}-x_{2}} \frac{1+p}{e^{\tau_{2}} \sqrt{2 p T}} \sqrt{\frac{1}{\pi\left(1-e^{2\left(\tau_{2}-\tau_{1}\right)}\right)}} \exp \left(\frac{-\left(\xi_{2}-e^{\tau_{1}-\tau_{2}} \xi_{1}\right)^{2}}{1-e^{2\left(\tau_{1}-\tau_{2}\right)}}\right) . \tag{5.86}
\end{align*}
$$

Thus from (5.82) and (5.86) and noting that the prefactor $(1+p)^{t_{2}-t_{1}} p^{x_{1}-x_{2}}$ does not affect the determinant, we get the desired expression for the kernel.


Fig. 8. Probability distributions of the scaled position of the 100th particle from the right ( $M=100$ ) for $t=200$ (a), $t=1000$ (b) and $t=3000$ (c). In these figures, $\times$ represents the data for the case without defect particles and we set the stay rate $q=0.1$. On the other hand, + corresponds to the case where the first particle is a defect particle with $\bar{q}=0.2$ while remaining particles are normal ones with $q=0.1$. The number of samples are 10000 for each case. In (a), both cases belong to the region 2 and are fitted into the GUE Tracy-Widom distribution shown as the dashed line. In (b), the second case belongs to the region 3 since $u=t / M=10=u_{c}$ where $u_{c}=\left(\bar{q}^{2}-2 \bar{q} q+q\right) /(\bar{q}-q)^{2}$ and it is described by the distribution denoted as $\mathrm{GOE}^{2}$ while the first case remains in region 2 . In (c), the second cases comes under the region 4 where the distribution is described by Gaussian (dashed line).

## 6. DISCUSSION

### 6.1. Numerical Simulations

In this section, we give the result of Monte-Carlo simulations about the position fluctuation of a tagged particle in the TASEP in order to check our analysis discussed in the preceding sections.

We performed the simulations in two situations, the case without defect particle and that with one defect particle. Figure 8 shows the data of the scaled position of a tagged particle obtained by the Monte-Carlo simulation and the probability distribution functions which must fit them. Figure 8(a) corresponds to
the time region $1 /(1-q)<u<u_{c}=\left(\bar{q}^{2}-2 q \bar{q}+q\right) /(\bar{q}-q)^{2}$ where $q$ (resp. $\bar{q}$ ) is the stay rate of the normal particle (resp. the defect particle). Note that in the region, the both situations belong to the region 2 and due to Theorem 2-2, the GUE Tracy-Widom distribution must fit the data. Figure 8(b) represents the case $u=u_{c}$. In this case the first situation comes under the region 2 . On the other hand, the second one belongs to the region 3 where the position fluctuation are described by the limiting largest eigenvalue distribution of $\mathrm{GOE}^{2}$ as explained in Theorem 2-3. In Fig. 8(c), only the data for the second situation are shown for the case $u_{c}<u$. This case is classified as the region 4 and from Theorem 2-4, the fluctuation is supposed to be Gaussian. In all figures, we see a good agreement between the data and the distribution functions which they must obey.

### 6.2. Correlation of Current Fluctuations

In this article, we have discussed the multi-time distribution of the tagged particle (2.1). In order to analyze it, we have introduced the directed polymer problem of the 01 matrix in Sec. 4.

Here we consider the directed polymer problem of another random matrix where each element is geometric random variable. By this analysis we can discuss the correlations of other quantities in the TASEP with the step initial condition.

Let $\left\{a_{g}(i, j)\right\}_{1 \leq i \leq N, 1 \leq j \leq M}$ be the $N \times M$ matrix and the element $a_{g}(i, j)$ is the geometric random variable,

$$
\begin{equation*}
\operatorname{Prob}\left(a_{g}(i, j)=k\right)=\left(1-q_{j}\right) q_{j}^{k}, \tag{6.1}
\end{equation*}
$$

where $q_{j}$ is the parameter of the geometric distribution and we identified this with the stay rate of the $j$ th particle of the TASEP with the step initial condition defined in Sec. 2. For the matrix, we introduce the quantity $G_{g}^{*}(N, M)$ analogous to $G(N, M)(4.3)$ as

$$
\begin{equation*}
G_{g}^{*}(N, M)=N+M-1+\max _{\pi_{g}(N, M)} \sum_{(i, j) \in \pi_{g}(N, M)} a_{g}(i, j) . \tag{6.2}
\end{equation*}
$$

Here $\pi_{g}(N, M)$ is the set of right/down paths from $(1,1)$ to $(N, M)$,

$$
\begin{align*}
\pi_{g}(N, M)= & \left\{\left\{\left(i_{k}, j_{k}\right)_{k=1,2, \ldots, N+M-1}\right\} \mid\left(i_{1}, j_{1}\right)=(1,1),\left(i_{N+M-1}, j_{N+M-1}\right)\right. \\
& \left.=(N, M),\left(i_{k+1}-i_{k}, j_{k+1}-j_{k}\right)=(1,0) \text { or }(0,1)\right\} \tag{6.3}
\end{align*}
$$

In this setting, we consider the following quantity,

$$
\begin{equation*}
\operatorname{Prob}\left(G_{g}^{*}\left(N_{1}, M\right) \leq t_{1}, \ldots, G_{g}^{*}\left(N_{m}, M\right) \leq t_{m}\right) \tag{6.4}
\end{equation*}
$$

It is known that $G_{g}^{*}(N, M)$ can be interpreted as a quantity in the TASEP as follows, ${ }^{(17,43)}$
$G_{g}^{*}(N, M)=t$ : In the TASEP with the step initial condition, the time until which the $M$ th particle moves $N$ sites to its right is $t$.

Thus the quantity (6.4) represents the correlations of the arrival times of the $M$ th particle at the site $N_{i}(i=1, \ldots, m)$. (Note that we set the site coordinate as in Fig. 1(b).) Furthermore we easily find that

$$
\operatorname{Prob}\left(G_{g}^{*}(N, M) \leq t\right)= \begin{cases}\operatorname{Prob}(H(t, N) \geq N), & \text { for } N \leq M,  \tag{6.5}\\ \operatorname{Prob}(H(t, N)=M), & \text { for } M \leq N\end{cases}
$$

Here $H(t, N)$ represents the number of particles which passed the site $N$ until time $t$. Thus the probability (6.4) also means the correlations of currents between different times and different sites.

Applying the similar technique in Sec. 4 to (6.4), we can also represent it as the growth process of Young diagram characterized by the Schur process. The result is as follows,

$$
\begin{align*}
& \operatorname{Prob}\left(G_{g}^{*}\left(N_{1}, M\right) \leq t_{1}, \ldots, G_{g}^{*}\left(N_{m}, M\right) \leq t_{m}\right) \\
& \quad=\operatorname{Prob}\left(\lambda_{1}\left(N_{1}, M\right) \leq t_{1}-M-N+1, \ldots, \lambda_{1}\left(N_{m}, M\right) \leq t_{m}-N-M+1\right), \tag{6.6}
\end{align*}
$$

where $\lambda\left(N_{i}, M\right)$ is the Young diagram obtained by applying the normal RSK algorithm to the submatrix $\left\{a_{g}(i, j)\right\}_{i=1, \ldots, N_{i}, j=1, \ldots, M}$ and $\lambda_{1}\left(N_{i}, M\right)$ is the length of its first row. The probability measure in the right hand side of this equation is characterized by the following joint distribution function,

$$
\begin{align*}
& \operatorname{Prob}\left(\lambda(1, M)=\lambda^{(1)}, \ldots, \lambda(N, M)=\lambda^{(N)}\right) \\
& =s_{\lambda^{(N)}}\left(q_{1}, q_{2}, \ldots, q_{M}\right) s_{\lambda^{(1)}}(1,0, \ldots) s_{\lambda^{(2)} / \lambda^{(1)}}(1,0, \ldots) \ldots s_{\lambda^{(N)} / \lambda^{(N-1)}}(1,0, \ldots) \\
& \quad \times \prod_{i=1}^{M}\left(1-q_{i}\right)^{N}, \tag{6.7}
\end{align*}
$$

where $s_{\lambda / \mu}\left(q_{1}, q_{2}, \ldots\right)$ is the Schur function. This is also a special case of the Schur process and we can get the Fredholm determinant representation of (6.6). Although in one point case, the asymptotics of this equation was discussed in Refs. 17,43 , the multi-point distribution has not been discussed yet.

## 7. CONCLUSION

In this article, we have studied the multi-time distribution function (2.1) of position fluctuations of a tagged particle in the TASEP with the step initial condition. The main results are summarized as Theorems 1,2 and 3 in Sec. 3.

First, we have obtained the Fredholm determinant expression of (2.1) in Theorem 1. For this purpose, we have mapped the time evolution of a tagged
particle in the TASEP to the growth process of Young diagram which is related to the special case of the Schur process. Next, using the Fredholm determinant in Theorem 1, we have studied the two types of scaling limit. The first one is the case where both time $t$ and the label of a tagged particle $M$ go to infinity. In the second one, we take the $t \rightarrow \infty$ limit with $M$ fixed. The results for the first and second ones are shown in Theorems 2 and 3 respectively in Sec. 3.

In the first scaling limit, if the hopping rates of all particles are the same, we can divide the scaled time into two characteristic regions according to the limiting behavior of (2.1), the region 1 where a tagged particle begins to move and the region 2 which is after the region 1 . In the region 1 , the limiting process of a tagged particle converges to the spatially discrete process which is described in Theorem 2-1. The process reflects on the discreteness of the model. In the region 2 , on the other hand, we have shown in Theorem 2-2 that the limiting process becomes the Airy process, which is characteristic of the one-dimensional KPZ universality class.

If there are $n$ defect particles with small hoping rates in front of a tagged particle, the limiting distribution changes at the scaled time $u_{c}$ which is determined by the hopping rate of the slowest defect particle. The limiting process around $u_{c}$ (region 3) is equivalent to that of the largest eigenvalue in GUE Dyson's Brownian motion with rank one external source as described in Theorem 2-3. Theorem 2-3' indicates that the rank becomes $n$ if the hopping rates of the defect particles are the same. When the scaled time is after $u_{c}$ (region 4), we have found in Theorem 2-4 that the process is equivalent to the one dimensional Brownian motion. If the hopping rates are degenerate, it is equivalent to the process of the largest eigenvalue of $n \times n$ GUE Dyson's Brownian motion model as described in Theorem 2-4'. This indicates that in the region 4 , the effect of the defect particles is dominant whereas that of an infinite number of normal particles is irrelevant.

Theorem 3 shows the result for the second scaling limit. The limiting distribution is also described as the Fredholm determinant whose kernel is the same as that in Theorem 2-4'.
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